
AD-RI54 lie EQUIPERCENTILE TEST EQUATING: THE EFFECTS OF 1/2
PRESMOOTHING AND POSTSMOOTHI.- U) PERFORMANCE METRICS
INC SAN ANTONIO TX B A FAIRBANK APR 85 AFHRL-TR-84-64

UNCLASSIFIED F41689-83-C-0042F/G 12/ NL

mohohEEEEohEEE
mEEohhhEEohmhE
mohEmhohEEEEEI
mohhmhohhhEEEI



V.8

A 111.5 11_ 1.

-. 
IIII~ EM 32 12

MICROCOP REOUTO TETCHR

NTOA B URA FSA4ARS16-



AFHRL-TR-84-64 9

AIR FORCE 6
__ H

EQUIPERCENTILE TEST EQUATING: THE EFFECTS OF

PRESMOOTHING AND POSTSMOOTHING ON THE

M MAGNITUDE OF SAMPLE-DEPENDENT 
ERRORS

A By

In N Benjamin A. Fairbank, Jr.

UPerformance Metrics, Inc.

582S Callaghan Road, Suite 22SR Son Antonio, Texas 78228

0R

E MANPOWER AND PERSONYEL. DIVISION

S 
Brooks Air Force 

Base, Texas 78235-5601

0 April 1985

U Final Report for Period August 
1983 - March 1984

R Approved for public release; distribution unlimited.C"
S LABORATORY

DTIC AIR FORCE SYSTEMS COMMAND

Fl..EC;TE
MAY 2 4 8 BROOKS AIR FORCE BASETEXAS 78235

B5, B



NOTICE

When Government drawings, specifications, or other data are used for any
purpose other than in connection with a definitely Government-related
procurement, the United States Government Incurs no responsibility or any
obligation whatsoever. The fact that the Government may have formulated or

*in any way supplied the said drawings, specifications, or other data, Is
not to be regarded by Implication, or otherwise in any manner construed, as
licensing the holder, or any other person or corporation; or as conveying
any rights or permission to manufacture, use, or sell any patented
invention that may in any way be related thereto.

The Public Affairs Office has reviewed this report, and it Is releasable to
the National Technical Information Service, where it will be available to
the general public, including foreign nationals.

This report has been reviewed and is approved for publication.

TONI WEGNER, Captain, USAF

Contract Monitor

NANCY GUINN, Technical Director

Manpower and Personnel Division

ANTHONY F. BRONZO, Jr., Colonel, USAF

Commander

o.4

A

I3

o -,

m5.

5'*.
tea- .: . .



Unclassified

CEURITY CLASSIFICATION OF THIS PAGE

REPORT DOCUMENTATION PAGE
1. REPORT SECURITY CLASSIFICATION lb. RESTRICTIVE MARKINGS

Unclassified_____________________________
* 2a. SECURITY CLASSIFICATION AUTHORITY 3. DISTRIBUTION/AVAI LABILITY OF REPORT

Approved for public release; distribution unlimited.
O g ECLASSI FICATION/DOWNGRIADiNG SCHEDULE

4. PERFORMING ORGANIZATION REPORT NUMBER(S) 5. MONITORING ORGANIZATION REPORT NUMBER(S)
AFHRL-TR-84-64

Ga. NAME OF PERFORMING ORGANIZATION b. OFFICE SYMBOL 7g. NAME OF MONITORING ORGANIZATION
Performance Metrics. Inc. If 'ppiabe Manpower and Personnel Division

Sc. ADDRESS (City. State and ZIP Code) 7b. ADDRESS (City. State and ZIP Code)

5825 Callaghan, Suite 225 Air Force Human Resources Laboratory
* San Antonio, Texas 78226 Brooks Air Force Base, Texas 78235-5601

Se. N4AME OF FUNDING/SPONSORING eb. OFFICE SYMBOL 9. PROCUREMENT INSTRUMENT IDENTIFICATION NUMBER
* ORGANIZATION (if applicable)

Air Force Human Resources Laboratory HQ AFHRL F41689-83-C-0042

Sc. ADDRESS (City. State and ZIP Code) 10. SOURCE OF FUNDING NOS.

Bros i oreBss eas725-61PROGRAM PROJECT TASK WORK UNITBroksAi FoceBae, exs 823-501ELEMENT NO. NO. NO. NO.

_____________________________________ 62703F 7719 18 38
* 11. TITLE (InClUde SecurityClaamifleauon) Equipercentile Test Equating: The Effects of Presmoothing and Postsmoothing

12. PERSONAL AUTHOR(S)

Fairbank, Ben amin A. Jr.
13&. TYPE OF REPORT 13b. TIME COVERED 14. DATE OF REPORT (Yr.. Mo., Day) 15. PAGE COUNT

Final IFROMI~gR To NaL.Ij. April 1955 166
!If. SUPPLEMENTARY NOTATION

/17. COSATI CODES 18. SUBJECT TERMS (Continue on reve if neceegarj and identify by block number)
FIELD -GROUP SUB. GR. 4253H Twice ---- average signed

05 09 Armed Services Vocational Aptitude Batery ASVB) r deviation
*average absolute deviation cubic regression

is 1. ABNSTRACT (Continue on reverse itf necemarY and identify by block number)

_) The effectiveness of 19 methods of Smoothing was investigated as those methods apply to the equipercentile
method of test equating. Seven methods involved smoothing the score distribution before 'the tests were equated
(presmoothing). Seven Involved smoothing the resultent points after the equating (postsmoothing). Five methods
involved combining presmoothers and postsmothers. The results of smoothing were evaluated by comparing smoothed

* and unsmoothed equatings with large sample equating or other criterion equatings. The data that were used
include the results of test simulations and results of administrations of military selection tests. Measure of

* average absolute deviation, average signed deviation, and root man square deviation were calculated.
% Jackknifing was also used to estimate standard errors of equatings. The nonlinear presmoothers were less

effective than a presmoother based on negative hypergeometric distribution. Among the postsmoothers, the most
promising was a technique using cubic smoothing splines. Combining presmoothers and postsmoothers was not
notably more effective than either smoother alone. It Is suggested that the family of smoothing functions based
on the negative hypergeomtric by more fully Investigated. ~/.i*

* 20. OISTRIBUTION/AVAILABILITY OF ABSTRACT 21. ABSTRACT SECURITY CLASSIFICATION

UNCLASSIFIIEO/UNLIMITED (1) SAME AS RIPT. 0 OTIC USERSC

22a. NAME OP RESPONSIBLE INDIVIDUAL 22b. TELEPHONE NUMBER I22c. OFFICE SYMBOL
Nancy A. Perrigo (include Area Code)
Chief. STINFO Office 1 (512) 536-3077 I HRL/TSR

0O FORM 1473, 83 APR EDITION OF 1 JAN 73 IS OBSOLETE. U......Jnlassifiled
* SECURITY CLASSIFICATION OF THIS PAGE



kenlassified

SECURITY CLASMPiCATOON OP THilS PAGE

Ite. TO (Continued)

cubic smoothing splines
equIpercentil1 equating

five-point moving medians
five-point mving weighted averages

-'" five-point mvSig weighted average$ With root transformation
- Jackknifing

lines? regression

logistic oIve
- military enlistment test

negative hypergeometric

orthogonal regression

postsmoothing
prosmoothing

psychometrics

quadratic regression
root man square deviation
simulations
smoothing

standard errors
test equating
three-point moving Nedians

three-point moving weighted averages

9.

onlssified
hECUITY CLASSPICATIOW OP THIS PA4

"2-"*

S.t 9*. ' *I



I~j-
Summary

: The Air Force requires effective methods for test equating. Among the tests
which must be equated are the various forms of the Armed Services Vocational

Aptitude Battery (ASVAB). Equpercentile test equating is typically used to equate the
different forms of the ASVAB to earlier forms and to each other. Increases in the
accuracy of equipercentfle test equating may be achieved by increasing the size of the
samples of examinees. The purpose of the present effort was to determine whether
statistical smoothing could also increase the accuracy of equating.

Two classes of simple smoothing methods are of interest - presmoothing of the
score distributions and postsmoothing of the equlpreentile points. A third elass of
smoothing methods, called combined smoothers, involved both presmoothing and
postsmoothing. The research used three methods to investigate fourteen simple
smoothers and five combined smoothers. The first method used simulations based on a
theory of ability testing. Simulated tests were developed to mimic statistical aspects
of ASVAB subtests. Those tests were equated with and without smoothing and the
results were evaluated. The second and third methods used existing operationally
obtained data. In the second method, very large samples of examinees were used to
establish highly accurate equatings, then smaller samples were drawn and equated with
and without smoothing. The third method of investigation used the statistical
jackknife, a general purpose statistical tool, to estimate standard errors.

Negative hypergeometric presmoothing was clearly more effective than the other
presmoothers. Two of the postsmoothes were somewhat more effective than the other
postsmoothers. The negative hypergeometric presmoother resulted in a reduction of
approximately ten percent in one measure of equating error Its use would correspond in
effectiveness to an increase of approximately twenty percent in the size of the samples
used for equating. The effective postsmoothers were (1) orthogonal regression, which
was more effective than ordinary least squares linear regression, and (2) the use of
cubic smoothing splines, which was the most effective of the postsmoothers. No
postsmoother was as effective as presmoothing with the negative hypergeometric.
Combining presmoothers and postsmoothers did not result in an Improvement beyond
that obtained with the more effective of the combined pair used alone.

Modest but significant gains in the accuracy of equipercentile test equating may
be achieved through the use of negative hypergeometric presmoothing.
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Equipercentile Test Equating The Effects of Presmoothing and Postsmoothing
on the Magnitude of Sample-Dependent Errors

L INTRODUCTION
Test Equating
''- ,Test equating is the process of finding which scores on two or more similar tests
correspond to the same level of ability In the population of examinees. ,I-nrncip*-
when two tests have been equated, either can be used with equal confidence to measure
ability. Test results will then be on the same scale and any examinee's expected score
will not be affected by the form of the test administered. The tests under
consideration in this report are :iur-option, multiple-choice tests that are scored on the
basis of the number of correct responses. This report addresses certain methodological
issues which arise in the process of equating. Before delineating those issues, however,
the process of equating will be put into the larger context of testing in general.

The need for test equating arises as a result of many considerations. It is often
valuable to have more than one version or form of a test. When more than one version
or form of a test is available, the particular form taken by an examinee should not
affect the examinee's expected score. In other words, there should be no advantage or
disadvantage associated with taking one form of a test rather than another form of the
same test.

The need for more than one form of a test may arise from any of a number of
considerations, including testing policies which allow the examined individual to be re-
examined with a different form of the test. Alternatively, the need may be a
consequence of security considerations. If there are several forms of a test in
existence, then a compromise of the security of one test form does not compromise the
entire testing program.

The replaoment of operational tests requires equating when the scores on the new
tests are to be used in the same predictive or evaluative equations or in the same
manner as were the old scores. The need for replacing operational tests can be due to
changes in the characteristics of the tested population, in the effectiveness of some of
the test items, or in the needs of the testing agency. Test replacement policies can
also be a response to the possibility of test compromise, or a breach of test security.
As a test is operational for longer and longer periods, the chances increase that the test
may no longer be secure against unauthorized disclosure and, hence, that scores may no
longer represent ability.

The Armed Services conduct the largest testing program in the nation. The
Armed Services Vocational Aptitude Battery (ASVAB) is administered annually to all
applicants (about one million) for enlistment in the Armed Services, as well as to about
one million high school and post-secondary school students. The applcantaf acceptance
into or rejection by the Services is governed in part by the results of the tests, as is
their assignment to particular specialities once they are in the Service. The success
and security of the testing program are thus important fNr the continued effective use
of personnel in the Services. All of the considerations mentioned above which lead to
the need for test equating are present in the ASVAB testing program. Both the

"* requirement for several forms and the requirement for periodic replacement of forms
* lead to the necessity of test equating. It is therefore important that effective methods

of test equating be available to the psychometric community within the Armed
Services.

Test equating may be carried out in any of a large number of different ways, some
of which are of recent origin and are technically sophisticated, and some of which have
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been in use for several decades (see Holland & Rubin, 1982). This report addresses only
equipercentile test equating as applied to two equivalent groups (Angoff, 1971). A brief
description of equipercentile test equating is given here; a more complete description
may be found in Angoff (1971). The logic of equipercentile equating is based on the
concept that the ability of examinees who take tests may be used to calibrate or equate
the tests. If two groups of examinees have identical distributions of abilities, and if one
group takes one test and the other group takes another test, then corresponding
percentile points in the two groups will correspond to equal abilities, and those points
can be used to establish corresponding, or equated, scores on the two tests. For
example, if individuals in the 20th percentile received a score of 23 on one test, and if
the individuals in the 20th percentile of the other group received a score of 25 on the
other version of the same test, then a score of 23 on the first test is said to be equated
to a score of 25 on the second test. In practice, equated scores are not usually given
for every percentile point, but rather for every obtainable test score on each of the
tests. One can then convert from either test to the other with equal facility. The
terms "reference test" and "experimental test" are used to indicate, respectively, the
test whose score metric is to be used for the results of both tests, and the test whose
score is to be converted to the units of the other test. For example, if an existing test
known as Form K is to be replaced by a similar test known as Form M, Form K would be
the reference test and Form M would be the experimental test.

In order for equating to be accurate (i.e., for the tests to be used interchangeably
with no advantage or disadvantage associated with the taking of either test) two
conditions must be met. First, the two groups of examinees used for equating must be
equivalent, and second, the two tests must measure the same trait equally reliably. The
equivalence of the two groups is usually met in practice by having one group divided at
random into two smaller groups. The question of whether two tests are sufficiently
similar is more difficult. Lord (1980) demonstrates that two tests cannot be equated
unless they are either perfectly reliable (an impossibility), or are strictly parallel, in
which case they would not need to be equated. In practice, however, it is possible to
equate highly similar tests, sometimes called "roughly parallel" tests, by the
equipercentile method in such a way that the errors of equating are very small in
comparison with other errors associated with testing (eg., the errors of measurement
arising as a consequence of the unreliability of tests, and particularly the inherent
lower reliability of short tests). In any case, although there may be some purposes to
which it would be misleading to put equated scores, Lord (1980) points out that if scores
are equated by the equipercentile method, then when equated cutting scores are used,
the different equated forms will result in the selection of the same proportion of
examinees on all forms of the test, except for errors related to sampling in the equating
process or to the particular examinees tested operationally.

As with any procedures having the goal of estimating population characteristics
based on data obtained from a sample, there are always sample-dependent errors
present in test equating. If an equipercentile equating were to be done twice with

*similar samples, the results would differ. The extent of such differences has been
estimated by Lord (1982) and their magnitudes appear as the standard errors of

* equipercentile equating. As with all standard statistical procedures, the size of the
expected errors decreases linearly with the square root of the sample size. It is thus
operationally impractical to reduce errors beyond a certain amount by increasing
sample sizes. For example, decreasing the error to one-fourth the size of the error
associated with a given sample size would require using a sample 16 times the size of
the original sample. As a consequence, practitioners of equipercentile test equating
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have looked for other ways to reduce equating errors. They have most frequently used
the methods of smoothing.

Smoothing
Two general classes of smoothing methods are defined here. A third class is made

up by combining a smoothing method from the first class with one from the second
class. First, presmoothing is defined as the process of smoothing the observed score
frequency distributions prior to the equating. Second, postsmoothing is defined as the
process of smoothing the equipercentile points after equating. Third, combined
smoothings involve presmoothing and postsmoothing applied consecutively. The

"- Vcommon intent of all three smoothing methods is to remove small sample-dependent
fluctuations from the nonsmoothed equatings so that the small sample equatings will
more nearly approximate the asymptotic equatings, or those which would result from
the use of samples so large that the sample-dependent errors approach zero. The
extent to which the various methods achieve this common Intent is investigated by this
research. Seven presmoothing methods, seven postsmoothing methods, and five
combined smoothing methods were used as follows:

A. Presmoothing Methods
1. 3-point moving medians
2. 5-point moving medians
3. 3-point moving weighted averages
4. 5-point moving weighted averages
5. 5-point moving weighted averages with root transformation
6. 4253H Twice
7. negative hypergeometric

B. Postsmoothing Methods
1. linear regression
2. quadratic regression
3. cubic regression
4. orthogonal regression.logistic ogive

6. cubic splines
7. 5-point moving weighted averages

C. Combined Smoothers
1. negative hypergeometric + orthogonal regression
2. negative hypergeometric + quadratic regression
3. negative hypergeometric + 5-point moving weighted averages
4. 3-point moving weighted averages + 5-point moving weighted averages
5. negative hypergeometric + cubic splines

*:. _Presmoothing
Presmoothing methods are based on the concept that an observed data point in a

sequence of points shows the combined effect of an underlying systematic relation
* among the points and sample-specific fluctuation or error of observation. If each point

were replaced by a value jointly determined by the point replaced and the vicinal
points, then the influence of the error of observation should be reduced, and the
influence of the underlying regular function should be enhanced.

Six of the seven presmoothing methods used in this study are general-purpose
methods which were developed for the smoothing of sequences of observations such as

3

,4 . , -- - ." . . , : - , ' . -" - . ? : - ,:. . , . :, . : ? , "..? ? , -, , ,,: ' '? ' -- ',' -.



time series data (Keats & Lord, 1962; Tukey, 1977; Velleman, 1980; Velleman &
Hoaglin, 1981). Detailed technical descriptions of the methods are available in the
references cited; short descriptions are provided here.

Moving medians and moving averages were used for presmoothing, as were a
combined or compound presmoother and a presmoothing method based on a particular
model of test scores.

Of the seven methods of presmoothing the score distributions, three are described
by Tukey (1977). In the first method, frequency distributions are smoothed by moving
medians of span three. Smoothing by moving medians of span three involves replacing
each observed frequency with the median of three frequencies: that of the score of
interest, the frequency associated with the next lower score, and that associated with
the next higher score. The end values of the distribution, those corresponding to scores
of 0 and perfect scores, are not smoothed because they have only one neighboring value,
and thus cannot be smoothed effectively by moving medians. Moving medians of span
five are found analogously, except that each frequency is replaced with a value which is
the median of the frequency of interest, the two preceding frequencies, and the two
following frequencies. The end points are not smoothed, but the next-to-end points are,
by convention, replaced by the smoothed values found by smoothing by medians of span
three.

Presmoothing by three-point moving weighted averages is analogous to three-
point moving medians, but instead of replacing each point in the raw frequency
distribution with its median, it is replaced with a value that is calculated by taking the
sum of twice the point being smoothed, the previous point, and the following point, then

.. dividing the result by four. This is equivalent to using weights of 1, 2, and 1. The
weights 1, 2, and 1 are chosen to give the point being smoothed a weight equal to the
surrounding points in determining the smoothed value. Clearly, any other weighting is
possible, from one in which weights of 0, 1, 0 correspond to no smoothing, to one in
which weights of 1, 0, 1 correspond to a smoothing in which a point'3 surrounding points
completely determine its value. Again, the end values are not smoothed. Five-point
moving weighted averages are found by taking the raw frequencies five at a time and
replacing each frequency with a weighted average of the frequency and the four
surrounding values. The weighting function is one recommended by Angoff (1971), and
weights the five points by the factors -3, 12, 17, 12, -3, and divides the resulting sum by
35. The recommended weights allow linear, quadratic, and cubic components of the
curve to be unaffected by the smoothing process. The end frequencies are not
smoothed, but the next-to-end frequencies are smoothed by the three-point moving
weighted average using weights of 1, 2, 1. The five-point moving weighted average
with root transformation is identical to the five-point moving weighted average, except
that before the smoothing is applied, all of the frequency values are transformed by
taking their square root. The square roots are then smoothed. Following the
smoothing, the inverse transformation, a squaring, is applied. The use of the square
root transformation has the effect of decreasing the influence of larger values relative
to the effect of the same smoother without the square root transformation. As a
result, if a frequency is higher than surrounding frequencies, it is more effectively
reduced with the root transformation. Conversly, if a frequency is lower than
surrounding frequencies, it is more effectively raised to the surrounding values when
the root transformation is not used. At the range of frequencies reported here,
however, the differences are very slight.

The sixth smoother is a combination of smoothers proposed by Velleman (1980).
Designated as 4253H Twice, it is a complex method which requires the successive
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application of four different smoothers, including moving medians of spans four, five,
and three, then the finding of the differences between the smoothed and unsmoothed
distributions, the smoothing of that sequence of differences by the same compound
method, and, finally, adding the smoothed differences back into the smoothed
distribution. The smoothing by medians of span 4 results in smoothed values which
correspond to points between the originally smoothed points. Thus, smoothing points n,
n+1, n+2, and n+3 results in a value corresponding to a point between points n+1 and
n+2. The step designated by "2" in 4253H is required to bring each smoothed value back
to its proper association with the point being smoothed. Details are given in Tukey
(1977) and Velleman and Hoaglin (1981).

The final presmoothing method (see Keats & Lord, 1962; also Lord & Novick,
1968, pp. 515-520) is one devised explicitly for smoothing or fitting frequency
distributions of test scores. The distribution is the negative hypergeometric, whose
appropriateness is derived from a binomial error model of test scores. The model
assumes several technical conditions, one of which is equivalent to the assumption that
all of the items on the test whose score distribution is being fit are equally difficult.
That condition is known to be false in the case of the ASVAB, as well as for most other
tests, but the fit of the negative hypergeometric is still good enough to make it
promising for further study (Keats & Lord, 1962).

Postsmoothing
Equipercentile equating, as described earlier in this section, starts with tables

which show the frequency of each score in the samples tested for each of two tests and
ends in a table which associates with each score on one test a score on the other test.
An integer score on one test is usually found to correspond to a non-integer score on the
other test; the non-integer score may be estimated by linear interpolation. A plot of
the score pairs shows a monotonically nondecreasing function whose form depends on
characteristics of the sample and characteristics of the two tests being equated.

Postsmoothing is the process of passing a straight line or a curve among the points
which define the equipercentile relationship. The equated scores are then determined
by the resulting function. Postsmoothing methods have traditionally required the
practitioner to judge where to pass a curve through a set of points (Angoff, 1971). In
place of the use of a draftsman's French curve or analogous drawing aid, a number of
analytic postsmoothing methods have been developed. Seven such methods were
investigated here. They were chosen on the basis of a number of considerations
including practicality of implementation, frequency of use in the past, and the extent to
which the methods appeared promising based on the literature.

The simplest equation which may be fit to the points resulting from an
equipercentile equating is a straight line. This study investigated two different straight
lines: that defined by conventional least squares and that defined by orthogonal
reg-ession. The conventional least squares procedure minimizes the sum of the squared
vertical deviations from the line. In effect, the scores on the experimental test are
considered to be known without error, and the line which best fits the equipercentile
equivalents on the reference test is found. In orthogonal regression (Madansky, 1959),
the quantity minimized is not the sum of the squared deviations parallel to the y-axis,
but, rather, the sum of the squared deviations when those deviations are taken in a
direction perpendicular to the regression line. Orthogonal regression is appropriate
when the variables represented on both axes are subject to measurement error, and
neither can properly be considered the dependent or independent variable. This is
frequently the case in test equating, for two reasons. First, such an equating can be
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used to convert scores from either test to the other. It is thus dissimilar to a least
squares regression equation in which the regression of y on x is rarely the same as that
of x on y. Second, there are usually similar amounts of error associated with the
reference and the experimental test. The first two postsmoothing methods, then, are
straight lines fit by conventional regression and by orthogonal regression. When
conventional regression is used, the independent variable is the set of scores on the
experimental test ranging from the lowest observed score to the highest observed score.
The dependent variable is made up of the equipercentile points.

Only under certain circumstances is it possible to fit resulting points well with a
straight line. A straight line is appropriate if the two tests have the same skewness and
kurtosis. The positioning and slope of the straight line will compensate for differences

""'"In means and standard deviations in the two tests. If there is a curvilinear component
to the relationship defined by the equipercentile equating, then it must be fit by a
curvilinear function. Quadratic and cubic functions are commonly used to fit such
curves. This investigation considered quadratic and cubic best-fitting (criterion of
minimum least squares deviations) smoothing curves. Quadratic curves can fit points
whose best-fitting line is concave either upward or downward, whereas cubic equations
can fit curves with an inflection point, so that part of the curve is concave upward and
part of it is concave downward. The use of quadratic or cubic postsmoothing functions
can result in nonmonotonic functions in which there is a part of the smoothing function
at which an increase in the score on the experimental test results in a decrease in the
equated score. Such reversals are artifacts of the fitting process and when they occur
are corrected to monotonicity. The correction is made by forcing each score to be
greater than or equal to the preceding score. Such correction is rarely needed. The
third and fourth postsmoothing methods, then, were quadratic and cubic regression
functions, fit by the method of least squares as modified by the requirement of
monotonicity.

In some equatings it is observed that the equipercentile equating function is
relatively flat at both of its ends and steeper in the middle. Such a shape can be fit by

a cubic curve, but it can also be fit by a logistic ogive, a curve defined by the equation

B-A
.- . Y=A+

1 + exp (-C (X - D))

where A, B, C, and D are fitted constants. The points resulting from equipercentile
equating were fit by a logistic ogive, the fifth postsmoothing method.

All of the smoothing methods mentioned above have associated with them the
disadvantage that they impose a function of a given form on the data, even if it Is not
appropriate. Such a procrustean requirement is contrary to the rationale of smoothing,
especially when the function is not appropriate in shape to the points to which it is to
be fit. The sixth and seventh postsmoothing methods do not define the shape of the
function in advance of the fitting.

* The sixth function fit to the points was not a continuous function, but rather a
smoothing of the discrete resulting points. The smoothing function replaces each point
with a point which is the weighted average of the point being replaced and the four
surrounding points. The method is that of five-point moving weighted averages, as
described earlier. The equating requires interpolation between the resultant points.
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The final postsmoothing function was used by Kolen (1983), who obtained good
results by fitting cubic smoothing spline functions to the points resulting from the
equipercentile equating. A smoothing spline differs from an interpolating spline in that
the latter is constrained to pass through exactly known points, while the former is
conceived of as passing among approximately known points. As used by Kolen, a cubic
smoothing spline for N points (in the present case, an equipercentile equating of two N-
item tests) is a set of N-1 cubic functions, each of which takes as its domain the
interval from the I-th point to the (I + 1)th point on the X-axis. The range and specificform of the function are determined by the data in the interval. The cubic functions
come together with the same function value and slope (or derivative) at each of the
interior N-2 points, which are called ducks o: knots in the language of spline fitting.-- The former term, ducks, is used in this report The resulting curve can be of almost any
differentiable shape, because the individual cubic fittings are independent of each other
and can follow the shape of the function defined by the points to be smoothed.

Combined Smoothers
The use of a presmoothing technique does not preclude the use of a postsmoother.

In order to determine whether or not presmoothing and postsmoothing employed
consecutively would have benefits beyond those due to either method alone, five
combinations of presmoothing and postsmoothing were investigated. Presmoothing with
the negative hypergeometric was combined with four different postsmoothers,
orthogonal regression, five-point moving weighted averages, cubic splines, andquadratic smoothing. Finally, presmoothing by the method of three-point moving
weighted averages was combined with postsmoothing by means of five-point moving
weighted averages.

Objectives
Theaim of the present effort was to evaluate the effects of various different

methods of presmoothing, postsmoothing, and combined smoothings on the accuracy of
' test equating. The study was exploratory in nature, designed to determine which

methods hold the most promise for operational use. Detailed confirmatory scrutiny of
the efficacy of promisiig methods will have to await future attention. The following

- section describes the methods used to determine the accuracy of equating and to apply
the methods to simulated and to operational tests.
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HI. METHODS
General Plan

The plan underlying this investigation was to use three different approaches to
determine the effectiveness of each of 14 unitary smoothing methods and five combined
smoothing methods. The first approach used simulated tests and examinees; the second
and third used data from tests administered to examinees under operational conditions.
The advantage of simulated tests and examinees is that all quantitative aspects of the
tests and examinees are completely specified, and it is possible to know in advance the
results of theoretically errorless equatings or those equatings which are unaffected by
sample-dependent errors. Operational data, of course, have the advantage that they
are obtained under conditions typical of the ones under which smoothing methods would
be used. The data are not based on an ideal model, as are the data from simulations;
rather, they contain all of the departures from theory that may be found in operational
test settings.

The first of the three methods of evaluation involved comparing each of the
smoothed equatings with a known errorless equating. The known errorless equating was
based on a method that yielded results typical of an equating using an infinitely large
sample. The method requires deriving a distribution of expected score frequencies, the
distribution being that which would result from administering the test to a sample so
large that the observed proportions at each score were observed essentially without
error. The results of the simulated test administrations were used for that method.
The second method was a similar comparison of sample and criterion equatings, but in
place of data based on simulations and on an errorless equating, the comparison used
operationally obtained data and an equating based on an unusually large sample size.
The third method was to use the statistical jackknife (Mosteller & Tukey, 1977) to
estimate the size of standard errors of smoothed and unsmoothed equatings using
operationally obtained data and simulated data. Those errors were also compred to
standard errors computed by means of the formula given by Lord (1982).

One reason for using this "infinite sample size" equating as a criterion in the
simulations is that the standard method used to address unacceptably large uncertainty
or error associated with statistical procedures is to increase sample size.
Unfortunately, as is well known, the precision so obtained increases in proportion to the
square root of the sample size, whereas the scale of a study and, hence, its costs tend
to increase at least directly with the sample size. Thus, to increase the precision of a
statistical measure by a factor of two (or, equivalently, to reduce the standard error of
the estimate of a parameter by half), it is necessary to increase the size of a sample,
and thus approximately the cost, by four or more. If the smoothing methods
investigated here reduce standard errors by 25 percent, their adoption might be
expected to permit the use of samples approximately 56% of the size of current
samples, with no loss of accuracy but with a saving in resources expended.

Simulations
The aim of the simulations was to provide data that modeled those which might

result from having examinees take ASVAB-like subtests. The range of test lengths
irvestigated covers the range of lengths of subtests in the operational ASVAB. Three

0: test lengths were used - 15 items, 30 items, and 50 items. For each test length, two
very similar tests were created in simulation. The tests were not strictly parallel.
They were, however, as similar to each other as are ASVAB subtests within a single
subject area in ASVAB 8, 9, and 10. (Ree, Mullins, Mathews, & Massey, 1982.) A
sample of 2,000 randomly selected simulated examinees was administered one test,
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while a second sample of 2,000 was administered the other test. (The term "simulee"
will be used hereafter to indicate a simulated examinee.) That process was repeated
for a total of 100 simulated administrations for each test length. The same two
simulated tests were used, but the sample of simulees was drawn anew for each
simulated administration. Different simulated samples were used for each of the test
lengths. The following paragraphs describe in detail the method of the simulations.
Throughout this section, reference is made to random selection and random numbers.
The numbers used were generated by a pseudorandom generator, not a totally random
generator, as is common in computer simulations. Although determinate, sequences of
pseudorandom numbers appear much as random numbers, are indistinguishable from
them by most standard tests, and do not repeat the sequence of numbers until millions
of numbers have been generated.

Item Response Theory (IRT) (Lord, 1980) is the most explicit, complete, and
quantitative theoretical treatment of tests of mental ability. The simulations were
therefore carried out within the framework of IRT. Each aspect of the simulated tests
and of the simulees was specified in IRT terms in such a way as to model operational
subtests in the ASVAB testing program. (See United States Military Entrance
Processing Command, 1984, for a description of the ASVAB program.) The exception to
this general statement is in connection with the 50-item test. The longest power
subtest in the ASVAB is 35 items. The simulated 50-item test was constructed to
simulate the same test as it might operate if it were lengthened to 50 items. The test
length of 50 items was included to determine the effectiveness of the smoothers with
tests of moderate length.

The 15-item test was designed to simulate Paragraph Comprehension, the 30-item
test was designed to simulate Arithmetic Reasoning, and the 50-item test was designed
to simulate a lengthened version of Word Knowledge. For each of the subtests to be
simulated, the statistics which describe the operational subtests were first considered.
Subtest reliabilities, classical item statistics, IRT statistics, and-means and standard
deviations for the operational subtests were obtained from a technical report by Ree
et al. (1982). Simulated items were generated at random so that the items' distributions
of a, b, and c parameters approximately matched those reported by Ree et al. (1982) for
the operational subtests. The resulting tests were then administered in simulation to
samples of 2,000 simulees. The resulting item -Values and item-test biserial
correlations and such test statistics as mean, standard deviation, skew, kurtosis, and
reliability (KR-20) were examined to determine whether or not all of the items were
similar to the items which are found on operational ASVAB subtests.

Some of the simulations used to generate the data to evaluate the smoothings
were conducted in the same manner as the simulations used to develop the tests. The
method used to simulate the administration of a test is similar to a method developed
by Ree (1980) for use in a simulation carried out in another context. In order to carry
out a simulated administration, a population of examinees was defined with ability
normally distribtted with a mean ability, e , of zero and a standard deviation of 1.0.
IRT equations allow the computation of the probability that an examinee of some known
ability will correctly answer an item with known parameters a, b, and c. The parameter
a specifies the steepness of the slope of the item characteristic curve. The parameter
b is a measure of the difficulty of an item. The parameter c indicates the probability
That an examinee of very low ability will answer correctly. Th'at probability, P, is given
by the formula

P c +( 1-)l ( 1 + exp (- 1.7 a ( -b))).
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For each of the 2,000 simulees in the sample and for each item, a program computed
the probability of an applicant's answering the item correctly. The program then
selected a random deviate from a rectangular distribution on the open interval 0 <E< 1.
If the deviate was less than the probability of a correct response, then the simulated
response was counted as correct; if it was equal or greater, then it was counted as
incorrect. Such a simulation results in response vectors which include correct responses
due to the joint influences of ability and guessing, just as operational data show both
such influences. When all 2,000 simulees had "responded" to all items in a test, the test
was scored and analyzed to determine the mean and standard deviation of scores, the
item difficulties, the item biserial correlation coefficients, and other statistics.

The resulting test statistics and distributions were compared with the results of
the subtests which the simulated tests were designed to match. Items which were too
difficult or too easy, that is, items which had 2-values (or item difficulties) inconsistent
with the requirements for ASVAB items, were replaced with items with a, b, and c
parameters which would lead to more appropriate 2-values, and the simulations were
rerun. Each of the simulated tests went through several iterations of that process in
order to arrive at tests which resembled ASVAB subtests. The refining process was
necessary in part because the technical material dealing with the ASVAB does not
report the item parameters for the individual Items, but gives only summaries. At each
test length, the items in one test were chosen to be slightly more difficult than the
items in the other test, so that the equatings would not result in virtual identities.
Since virtually identical subtests are not found in the ASVAB program, and since they
would not require equating if they existed, they were not sought in this project. The
technical aspects of the resulting simulated tests did resemble the technical aspects of
the ASVAB subtests in every aspect but one. The item-test biserial correlation
coefficients in the simulated tests were higher than the corresponding coefficients in
the operational subtests.

Although it is not known exactly why the biserials should be higher when the a b
- and c parameters are comparable, three possibilities are evident. The first possibility

derives from the relationship between the a parameter, or the item discrimination
index, and the biserial correlation. Lord (1986 p.33) gives that approximate relation as

R a

when a is the a parameter and R is the biserial correlation. The methods used to
estimate a, b, and 2 for the operatio~ial items may have overestimated the a values (see
Ree, 1979, For an evaluation of estimation procedures), with the result that simulations
which use the reported a values would tend to have higher biserials than would the
operational tests. A second and perhaps more likely possibility is that any departure
from test theory in the operational setting reduces the resulting biserials. Accidentally
mismarked answer sheets, careless errors, omitted items, and many other extraneous
response variables can reduce biserials from the theoretically expected value. The
simulations were free from such departures from theory. Third, IRT requires the
assumption that tests are unidimensional, or that each test measures only one ability.
No operational subtest is perfectly unidimensional, but the simulated tests were. It is
likely that the perfect unidimensionality of the simulated tests is a significant factor in
accounting for the high biserials.

A test characteristic curve was prepared for each test to show the true score, or
score which would be found in the absence of measurement error, expected to
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correspond to each level of ability, designated by theta, from -3 to +3. (See Allen and
Yen, 1979, for a discussion of true scores and test characteristic curves.) Similarly, for
each test, test information curves were prepared to show test information as a function
of ability on the same interval. Figures 1, 2, and 3 show those curves for 15-, 30-, and
50-item tests, respectively.

Technical and statistical details of the tests are presented in Appendix A. Each
of the six simulated examinations was "taken" by 100 groups of 2,000 simulees. Either
of two methods was used to administer a test in simulation. The first method is that
described above in connection with the development of the forms. The second method
involved taking a sample of 2,000 observations at random from the Expected Observed
Score Distribution (EOSD, described on page 15) for a test. Score distributions were
tabulated for each simulated administration. For each test length, 100 equipereentile
equatings and smoothings were then performed using the methods described below. The
smoothings and equatings were the same for the operational and simulated data and so
are described following the description of the operational data.

S
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Figure 1 Test information curves (upper panel) and test characteristic curves
(lower panel) for the simulated tests of length 15. The solid lines
represent the reference test;' the dotted lines represent the
experimental test.
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Figure 2
_______ Test information curves (upper panel) and test characteristic curves

(lower panel) for the simulated tests of length 30. The solid lines
A represent the reference test; the dotted lines represent theexperimental test.
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Figure 3
_____ Test information curves (upper panel) and test characteristic curves

(Lower panel) for the Simulated tests of length 50. The solid lines
represent the reference test, the dotted lines represent the
experimental test.
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Criterion Equatina

The preparation of simulated tests allows total control of the simulated test
situation. It is, therefore, possible to know in advance the criterion or "true" equating
of the tests used. Item response theory makes possible several approaches to the
determination of the criterion equating. It is possible, for example, to determine the
true scores associated with various abilities or theta values and equate true scores
through common theta. Analogously, a variant of true-score equating can be
performed, and for each integer true score on the experimental test, the corresponding
theta can be computed (usually by means of inverse interpolation);, then the score on the
reference test which corresponds to that theta can be found. That method has the
advantage of giving equated scores for each number-right true score, and interpolation
of tabled values is not required. True scores are never known in actuality, however, so
that method is not wholly appropriate.

The method used to establish the criterion equatings for the simulations used in
the present study is based on the EOSD for each test. An algorithm developed by Lord
and Wingersky (1983) was used to prepare distributions of expected observed scores for
each of the six simulated tests. In an EOSD, each score has associated with it a
proportion of examinees, not a frequency. The distributions model the result of
administering the test to an infinitely large number of examinees and observing the
relative frequency of each score. The EOSD method of establishing a criterion equating
is appropriate because the aim of the present research is to determine methods of
smoothing which compensate for the relatively small sample sizes that must be used
operationally. By comparing the small sample equating. (N=2,OO0) with those that
result from an "infinite?' sample (i.e, those based on the EOSD), the extent of
improvement resulting from smoothing is directly observable. The criterion equatings,
then, are the unsmoothed equipercentile equatings which result from using the EOSDs in
the unsmoothed equipercentile method. Lord and Wingersky (1983) show that such
equatings do not differ appreciably from true score equatings based on IRT.

Operational Data
The operational data that were used were taken from a set of ASVAB scores for

very large sample sizes (approximately 100,000 examinees) for three roughly parallel
forms of each of several subtests. Among those subtests were two forms of
Mathematics Knowledge, length of 25 items, and two forms of Electronics Information,
length of 20 items. In addition to the frequency distributions of test scores for all
examinees, there were available 100 samples of 2,000 scores for each of the four
subtests (two forms each of Mathematical Knowledge and Electronics Information).
The samples were drawn at random without replacement from the larger samples of
100,000 examinees. Two test lengths were thus available in the operational data: 20
and 25 items. The lengths used were constrained in part by the availability of data and
in part by the aim of increasing the generalizability of the study by employing a number
of different test lengths for operational and simulated tests.

For the operational data, criterion equatings were established by using the full
sample of 100,000 examinees. Although that sample equating is not totally error-free,
it is based on a sample 50 times as lorge as the samples of size 2,000 and so is expected
to have sample-dependent errors only approximately one-seventh as large as those
found in the small equatings. As with the simulated data, the criterion equatings were
unsmoothed equipercentile equatings, as described below. As with the simulated data,
100 reduced sample equatings were made for each of the test pairs, both without
smoothing and with each of the 19 smoothing methods.
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Equatings
All test equatings were performed using the equipercentile method described by

Lindsay and Prichard (1974). For the unsmoothed equatings and the equatings to which
only postsmoothing was to be applied, the raw frequency files were equated. When the
equatings involved presmoothing, the smoothed frequency estimates were equated.
Following the equatings and smoothings (which are described below), each test or
simulated test had associated with it a criterion equating, an unsmoothed equating, and
19 smoothed equatings, one for each of the smoothing methods used. The equatings
resulted in associations between each observed score on the experimental test and
scores on the reference test. Such associations may be expressed by equating tables
prepared for operational use by test administors or users. The equating tables, over
2,000 of which were required for this effort, were generated and used by the equating
program but were not printed.

S moothings
The methods used for smoothing the data are listed and described in the

introduction. Most of the smoothing methods are sufficiently simple to implement that
they require no description beyond that given in the introduction. Two of the
postsmoothing methods, however, are more complex and require further description.

The fifth postsmoothing method was the fitting of a logistic ogive to the data.
The ogive was fit by the method of the simplex, which is an iterative, rather than an
optimal, method. The method requires an initial estimate of the four parameters (upper
and lower asymptotes, slope, and location) which define the ogive; it then successively
finds better and better sets of points. In this case, "better" implies sets of points with
smaller residual sums of squares. The simplex continues to iterate until the values of
the four parameters converge to final values. The initial simplex for the first
smoothing of the 100 equatings was chosen to be a simplex whose asymptotes were far
enough from the points to be smoothed that the part of the ogive passing through the
points was an approximation of a straight line. Subsequent smoothings took as their
initial simplex the final simplex of the previous smoothing. The method has the
disadvantage of being prone to produce solutions which represent local, rather than
global, minima. Experience with the method has indicated that it does occasionally fall
into such minima; such solutions do not represent the best-fitting functions and may
occasionally not fit well at all.

The procedure used here for the fitting of the cubic spline departed in three ways
from that used by Kolen (1983). First, Kolen fit two spline functions, one using the
equated experimental test scores as the dependent scores, and the other using the
reference test scores as the dependent variables. The final equated values were
obtained by averaging the equatings resulting from the use of those two spline
functions. In order to retain comparability with other smoothing methods used in this
research, the experimental test was used as the dependent variable in the fitting of the

- -spline.

The second departure involved the difficulty which was encountered with cubic
spline smoothing at lower ends of the score distribution. Kolen (1983), finding similar
difficulty at both ends, addressed it by applying the splines only in the interval of test

. scores ranging from the 5th to the 95th percentile. The shortest of his tests, however,
was 40 items, and few examinees scored at either of the extremes. Smoothing by
means of cubic splines as described by Reinsch (1967) requires an estimate of the
standard errors of the y variables at each duck, but at the lower end point, where
frequencies are at or near zero, the standard errors are not defined or do not exist. For
the purposes of this investigation, the end standard errors were assigned the value of
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the closest defined standard error, when "closest" means the numerically closest integer
score. The use of a large standard error constrains the spline function to pass through
or very close to the point associated with the unsmoothed equating.

Initially, smoothing methods relied heavily on human judgment and experience in
passing a line among the points. The hope of those using the more analytic smoothing
methods has been that an optimum or nearly optimum method might be found so that
judgmental methods would not be necessary. Smoothing could then be automated and
thus replicable and objective. The work of Kolen (1983), whose cubic splines have been
among the most effective postsmoothing methods described in the literature, has not
avoided the necessity of intervening judgment in the application of the smoothing
process. For the current project, however, when over 500 applications of the smoothing
technique were required, automated smoothing was a necessity. Thus, the third
departure was the use of standard errors in the cubic spline fitting procedure.

The smoothers usually resulted in slight changes in the total number of cases in
the smoothed distribution as compared to the unsmoothed distribution. The changes
were due to the action of the medians or means in lowering unusually high values or
raising unusually low values. The total number of cases was always adjusted to the
original number of 2,000 by increasing each frequency by whatever proportion was
necessary in order that the total frequency equal 2,000. Thus, the shape of the
distribution and the relative heights of its frequencies were unchanged by the
adjustment. The adjustment resulted in the use of some noninteger frequency values in
the equating step, an option permitted by the equating method.

Analysis of Equating Results
Each of the five tests, three simulated and two operational, had associated with it

one criterion equating, 100 unsmoothed equatings based on sample sizes of 2,000 (called
the "small sample"), and 100 sets of 19 smoothed equatings based on the same samples.
The question of interest is the effect of the smoothings on the accuracy of the
equatings. The measures used to define the accuracy of the equatings are based on the
concept of deviations. A deviation is a difference between an equated score obtained
with a small sample and an equated score based on a criterion equating. At each
observed (i.e., integer) score on the experimental test, the corresponding score on the
reference test was found using the criterion equating. The equated scores were found
as decimal fractions not rounded to the nearest integer. The score corresponding to the
same experimental test score was then found for the unsmoothed small sample equating
and for each of the 19 smoothed equatings. The differences between the equated score
based on the criterion equating and the equated score based on the small sample
equatings were found for each possible score on the experimental test, for the

* unsmoothed and for the smoothed equatings, for all 100 replications. These differences,
or deviations, were the raw data used for evaluating the smoothings. A deviation, D,
associated with a given score on an experimental test, unsmoothed or smoothed by a
particular method, is thus defined by the formula:

D=x-x'
where x equals the equated score based on criterion equating and x' equals the equated
score based on small sample equating. Each test thus has as many deviation scores, D,
as there are items on a test, plus 1 (for a score of 0). For each of the 100 small sample
equatings, the deviations at each score were combined across equatings to give a
general measure of deviation at each score. Three such deviation measures were
computed.
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The first measure is the Root Mean Square Deviation (RMSD), found by taking
the square root of the sum of the squares of the deviations across all 100 samples. The
second measure is the Average Absolute Deviation (AAD), or simply the mean of the
absolute value of the deviations computed across all samples. The third measure is the
average of the signed values of the deviations (ASD), found by taking the mean of the
deviations across all 100 replications. ASD differs from AAD in that the absolute
values are not found before the mean is computed. ASD is sometimes called "bias," or
"statistical bias," but in the context of testing the term "bias" denotes other phenomena
and so is less appropriate than "ASD." Positive values of ASD indicate that the small
sample equating resulted in a value which was generally lower than the criterion
equating values, whereas negative values indicate the opposite. These three measures,
RMSD, AAD, and ASD, were found for each score point on each test for the unsmoothed
and for each of the 19 smoothed equatings, across all 100 sample equatings.

The three measures of deviation taken together allow an evaluation of the effects
of the smoothing methods. The AAD and RMSD both give numbers which represent the
unsigned magnitude of an average deviation. The AAD is a straight arithmetic mean of
absolute values, while the RMSD has the effect of weighting (or emphasizing) the
deviations which are far from the criterion equating. The computation of RMSD is
similar to the computation of the standard deviation, which is also sometimes called
root mean square deviation from the mean. The difference between the AAD and the
RMSD is an indication of the extent to which the distribution has outlying values. If the
RMSD is considerably larger than the AAD, then a large number of outliers is
suspected. The ASD measure averages the deviations as does AAD, but it includes their
sign. The resulting ASD shows how far the mean of the equated values for all 100
samples is above or below the value given by the criterion equating. This is a

". significant value for two reasons. First, equipercentile test equating has not been
shown to be statistically unbiased; the ASD estimates how large the ASD (or bias)
actually is. Second, methods which reduce RMSD or AAD may increase ASD. Thus, one
must consider RMSD, AAD, and ASD in evaluating a smoothing technique.

* Standard Errors
Two cross-checks were made to ensure the accuracy of the methods used to

determine the RMSD. First, the standard errors of equiperentile equating were
determined using a formula derived by Lord (1982). The resulting standard errors, one
at each score level which was at or above chance, or expected guessing score level,
were compared with the RMSDs obtained from the simulated test administrations, from
the operational data, and from the results of the jackknifing. The observed RMSD
values should be empirical estimates of the same standard errors which the Lord (1982)
standard errors represent. In each case, the data from the criterion equating, with

* sample size assigned to be 2,000, were used to develop the standard errors.
The method of Lord (1982) allows calculation of standard errors for the

unsmoothed case of equipercentile equating. The simulations discussed above allow
empirical estimations of the standard error for all of the smoothing conditions as well

" as for the unsmoothed condition. The agreement or nonagreement of the Lord formula
values with the values generated through simulation indicate the extent to which the
simulations are appropriate in the unsmoothed case. There is no corresponding
analytical cross-check on the values of the standard errors in the smoothed cases
because formulae for standard errors In those cases do not exist. In order to provide
corroborating or noncorroborating estimates of the standard errors for smoothed

" .equatings, the equatings were conducted with the use of Tukey's statistical jackknife.
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The Jackknife (Mosteller & Tukey, 1977) provides an estimate of the standard error of a
- procedure regardles of whether or not analytical formulae for such errors are
*" available.

Briefly, the jackknife requires dividing a sample into a number of subsamples,
then performing the analysis in question (smoothed equipercentile test equating in this

* case) once with each subsample deleted. In this case, samples of size 2,000 were
divided at random into 40 groups of size 50. The smoothings and equatings were
performed 40 times for each test length, once without each of the subsamples. The
results of 40 equatings were combined according to the procedures of jackknifing in
order to obtain estimates of the standard errors of interest. Estimated standard errors
were computed for each of the nonchance score levels on the tests; those standard
errors were averaged over all such test scores. Thus, each test combined with each
smoothing method resulted in a mean standard error of equating as estimated by the
Jackknife and as estimated by the small sample equatings.

The samples of size 2,000 used for jackknifing were based on the best available
estimates of the shape of the observed score distribution in the large sample case. For

. the simulated tests, the 2,000 cases were assigned scores based on the proportions of
scores developed for the expected observed score distribution. For the operational
tests, the 2,000 cases were assigned scores based on the proportions observed in the
largest samples which the monitoring agency provided. The same proportions were used

" for the development of the criterion equatings when using the simulations to develop
the deviation measures.
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M. RESULTS

Graphic presentation of the results of this effort are presented in Appendix B,
Figures B -1 through B- 95. Each figure is for one test length and one method of
smoothing. The figures are grouped so that the effects of each smoothing method can
be evaluated across all five tests (three simulated and two operational). The results of
the simulations are presented first, with the test lengths of 15, 30, and 50. Following
those are the two operational tests, of length 20 and 25. Each figure presents three
panels. Each panel shows measures of deviation as a function of the raw score on the
experimental test, both with and without smoothing. In each figure, the top panel
shows the effect of smoothing on RMSD, the middle panel shows its effect on AAD, and
the bottom panel shows the effect on ASD.

Two functions are shown on each panel of each figure. The continuous line shows
the RMSD, AAD, or ASD which results from equating samples of size 2,000 without
smoothing, while the + characters indicate the RMSD, AAD, or ASD when the same
samples are equated with smoothing. Each point on the graph is an average of 100
deviations, or differences between the criterion equating and the small sample
equating. The vertical axis of each graph has been scaled so that the maximum
measure of deviation takes up a large portion of the axis. In comparing different
figures, one should note the magnitude of the axes. When there is a horizontal line in a
graph other than the top or bottom line of the graph, that line represents zero
deviation. For the figure panels which depict AAD and RMSD, + signs which lie below
the continuous line indicate that an improvement, or a reduction of deviations, resulted
from smoothing. The situation with ASD is slightly more complex, since ASD may be
either positive or negative. Improvement, or reduction of ASD, is indicated when the +
signs lie either between the continuous line and the x-axis of the graph, or closer to the
x-axis than the continuous line.

It was found that with some smoothing methods, especially the presmoothing
methods, smoothing resulted in large increases In the deviation measures for very low
test scores. In some cases the increases were so great that graphing them required such
a large rescaling of the figures that the more important deviations in the middle ranges
of the test could not be represented. These large induced deviations are seen as being
of little interest because they occurred at score values which were lower than the
guessing level on a test, and so were not associated with meaningful measures of
ability. In order to show the more relevant deviations effectively, the figures do not
present information on the levels of RNSD, AAD, or ASD at test scores below the
guessing level for each test.

The graphs may be considered In a number of ways. It is suggested that in
considering the graphs, particular attention be given to the top panels, where the effect
of smoothing on RMSD is shown. If a particular smoother is effective in reducing
RMSD across all five test lengths, then it should be considered further. In particular,
its effects on ASD should be considered, in order to determine whether it is effective in
reducing ASD or, as frequently happens, whether it increased ASD. The figures are
summarized in tables presented later in this section, but perusal of the figures gives
more detail concerning the effects of the smoothers.

In considering the figures, it is helpful to note that if ASD is near zero, then
values of RrnD and AAD which are nonzero result from deviations which are
distributed approximately evenly between positive and negative deviations. If, in
contrast the ASD is not zero, then the deviations are predominantly above or below
zero. That is shown particularly clearly in Figure B - 32, which shows the result of
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presmoothing by the method of the negative hypergeometric. The unsmoothed equating
(solid line) and smoothed equating (4 signs) at the lower end of the scores show that the
smoothing increased RMnD and AAD moderately. The ASD, however, increased from
near zero to about 0.15 point. The Interpretation of this and similar effects in other
figures is that the deviations increased moderately in their size, and became
predominantly positive in sign, reflecting an increase in local bias.

Local effects, such as the preceding, make it difficult to summarize the effects
of the smoothers in tables without obscuring important effects. It is suggested that the
figures present the results of this study more effectively than can the summary tables
and, hence, should be consulted not only in order to obtain general impressions of the
effects of the smoothers, but also to verify impressions obtained from the summary
tables.

Tables 1 through 20 summarize the information shown in Figures B - 1 through
B - 95. Each table corresponds to one smoother. Table 1 shows the RMSD, AAD, and
ASD as averaged across all test scores above the guessing level with no smoothing. The
averages of the ASD were taken over the absolute values of ASD so that positive and
negative values would not cancel out. The subsequent tables are associated with the
smoothed equatings. The averages of RNISD, AAD, and ASD are presented as
proportions of the deviations in Table 1. Thus, figures less than 1 indicate that
smoothing reduced the deviation, while figures greater than 1 indicate an increase in
deviations. For example, a figure of 0.2 indicates that a particular smoothing method
reduced the mean measure of a deviation to 20% of its unsmoothed value, when that
mean is taken over all scores on a test which are above the chance level

These tables indicate the effects of the smoothers in a global sense. The effects
are averaged over all scores above chance and so may obliterate the locally high
deviations. The standard errors of equating and the related measures of RMSD, AAD,
and ASD are summary measures of the extent to which a test equating is subject to
sample-dependent error. Procedures which result in the reduction of such measures
Increase the merit of equating methods.

Jackknifing
Table 21 compares the standard errors of unsmoothed equating as estimated by

Lords analytic formula (1982) with those estimated by means of repeated reduced
sample equating (i.e., RNSD from simulated or operational tests) and those estimated
by means of the jackknife. The standard errors are presented in the metric of test
items. They are averaged over all test scores which are higher than chance level. The
standard errors thus indicate that standard errors of equating vary with the length of
the tests, and vary with the method used to estimate them.

Table 22 presents the standard errors of smoothed equatings, as estimated by the
R~ND of the reduced sample equatIngs (100 samples of 2,000) and as estimated by
Tukey's jackknife (Mosteller & Tukey, 1977). In order to facilitate evaluating the
effects of smoothing, the standard errors of the smoothed equatings are presented as
proportions of the unsmoothed equatings given in Table 21. Thus, values greater than
1.00 indicate that smoothing increased the standard errors, whereas values less than
1.00 indicate a reduction In standard error.
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Table 1. Mean Measures of Deviations for Unsmoothed Eguatings

Mean Deviation

Test Length RMSD AAD ASD

Sim ulated Tests

15 .134 .106 .009

30 .269 .214 .016

50 .439 .348 .028

Operational Tests

20 .184 .145 .029

25 .242 .192 .015

Note. Tabled values represent RMSD, AAD, ASD averaged over all samples at all scores

above chance level.
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Table 2. Summary of the Averaged Effects of Presmoothinr by the Method of 3-Point

SMoving Medians

Proportion of Mean Deviations

" Test Length RMSD AAD ASD

Simulated Tests

15 1.004 1.013 1.523

30 1.002 1.006 1.034

50 1.058 1.052 .821

Operational Tests

20 .997 .996 1.003

25 .994 .999 1.233

Mean 1.011 1.013 1.123

Note. Tabled values represent RNED, AAD, and ASD ss proportions of the values found

without smoothing, as presented in Table 1. Averages taken over all samples at all scores

above chance level.
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Table 3. Summwy of the Averaged Effects of Presmoothing by the Method of 5-Point

Moving Medians

Proportion of Mean Deviations

Test Length RIDAAD ASD

Simulated Tests

15 1.021 1.046 1.841

30 .993 .994 1.352

50 1.027 1.027 1.362

Operational Tests

-- 20 1.016 1.028 .881

25 1.007 1.024 1.749

Mean 1.013 1.024 1.473

Note. Tabled values represent RMSD, AAD, and ASD as proportions of the values found

without smoothing, as presented in Table 1. Averages taken over all samples at all scores

r. above chance level.
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Table 4. Summay of the Averaged Effects of Presmoothing by the Method of 3-Point

Moving Weighted Averages

Proportion of Mean Deviations

*Test Length RMSD AAD ASD

Simulated Tests

15 .962 .963 1.183

*30 .974 .975 .846

q50 .979 .981 1.303

Operational Tests

20 .953 .948 1.100

25 .969 .970 1.606

Mean .967 .968 1.208

Note. Tabled values represent RMSD, AAD, and ASD as proportions of the values found

without smoothing, as presented in Table 1. Averages taken over afl samples at all scores

above chance level.
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Table 5. Summary of the Averaged Effects of Presmoothing by the Method of 5-Point

Moving Weighted Averages

Proportion of Mean Deviations

Test Length RNSD AAD ASD

Simulated Tests

15 .994 .995 1.458

30 .990 .992 .777

50 .990 .992 .946

Operational Tests

- 20 .988 .986 1.153

. 25 .985 .987 1.187

Mean .989 .990 1.104

Note. Tabled values represent RNSD, AAD, and ASD s proportions of the values found

. without smoothing, as presented in Table 1. Averages taken over all samples at all scores

- above chanee level.
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Table 6. Summwy of the Averaged Effects of Presmoothing by the Method of 5-Point

Moving Weighted Averages with Root Transformation

Proportion of Mean Deviations

Test Length RMSD AAD ASD

Simulated Tests

15 .995 .996 1.470

* 30 .990 .993 .801

50 1.002 1.006 1.040

Operational Tests

20 .986 .982 1.129

25 .984 .988 1.248

Mean .991 .993 1.138

Note. Tabled values represent RMSD, AAD, and ASD as proportions of the values found

without smoothing, as presented in Table 1. Averages taken over all samples at all scores

above chance level.
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Table 7. Summary of the Averaged Effects of Presmoothi ng by the Method of 4253H

Twice

Proportion of Mean Deviations

Test Length RMSD AAD ASD

Simulated Tests

15 1.019 1.036 2.721

30 1.013 1.013 1.364

50 1.034 1.036 .920

Operational Tests

20 .980 .981 1.180

25 .992 .992 1.526

Mean 1.007 1.012 1.542

Note. Tabled values represent RMSD, AAD, and ASD as proportions of the values found

without smoothing, as presented in Table 1. Averages taken over all samples at all scores

above chance level.
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Table 8. Summary of the Averaged Effects of Presmoothing by the Method of Negative

Hypergeometric

Proportion of Mean Deviations

Test Length RNSD AAD ASD

Simulated Tests

15 .891 .903 2.919

30 .865 .867 3.596

50 .852 .861 3.453

Operational Tests

20 .905 .908 2.008

25 .966 .989 7.479

Mean .896 .906 3.891 C

Note. Tabled values represent RNSD, AAD, and ASD as proportions of the values found

without smoothing, as presented in Table 1. Averages taken over all samples at all scores

above chance level.
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Table 9. Summary of the Averaged Effects of Postsmoothing by the Method of Linear

Regression

Proportion of Mean Deviations

Test Length RMSD AAD ASD

Simulated Tests

15 .969 .995 7.181

30 1.131 1.192 10.905

**50 1.346 1.385 13.211

Operational Tests

20 .917 .941 2.684

25 1.243 1.300 13.639

Mean 1.121 1.163 9.524

Note. Tabled values represent RIMED, AAD, and ASD as proportions of the values found

without smoothing, as presented in Table 1. Averages taken over all samples at all scores

above chance level.
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Table 10. Summary of the Averaged, Effects of Postamoothing b-Y the Method of

Quadratic Rearesuion

Proportion of Mean Deviations

Test Length RMSD AAD ASD

Simulated Tests

15 .992 1.001 2.713

30 1.031 1.042 5.362

50 1.754 1.942 18.896

Operational Tests

20 .971 .993 1.394

25 .960 .966 4.249

Mean 1.141 1.189 6.523

Note. Tabled values represent RNISD, AAD, and ASD a pr'oportions of the values found

without smoothing, as presented in Table 1. Averages taken over all samples at all scores

above chance level.
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Table 11. Summary of the Averaged Effects of Postsmoothing by the Method of Cubic

Regression

Proportion of Mean Deviations

Test Length RISD AAD ASD

Simulated Tests

15 1.077 1.062 2.626

* 30 1.054 1.053 3.131

50 1.318 1.252 3.333

Operational Tests

20 1.118 1.130 2.048

25 .996 1.000 2.199

Mean 1.113 1.100 2.667

Note. Tabled values represent RMSD, AAD, and ASD as proportions of the values found

* without smoothing, as presented in Table 1. Averages taken over all samples at all scores

* above chance level.
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Table 12. Summary of the Averaged Effects of Postsmoothing by the Method of

Orthogonal Regression

Proportion of Mean Deviations

Test Length RNISD AAD ASD

Simulated Tests

15 .876 .890 6.779

30 1.012 1.056 9.948
9.

50 .962 1.001 9.103

Operational Tests

20 .884 .907 2.708

25 1.175 1.234 13.048

Mean .982 1.018 8.317

9

Note. Tabled values represent RMSD, AAD, and ASD as proportions of the values found

without smoothing, as presented in Table 1. Averages taken over all samples at all scores

above chance level.
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Table 13. Summary of the Averaged Eff ects of Postsmoothinst by the Method of Logistic

Offive

Proportion of Mean Deviations

Test Length RMSD AAD ASD

Sim ulated Tests

15 .872 .886 6.767

30 .970 1.003 8.883

50 .940 .979 8.980

Operational Tests

20 .879 .902 2.651

*-25 1.170 1.230 13.001

*Mean .966 1.000 8.056

- Note. Tabled values represent R1M5D, AAD, and ASD as proportions of the values found

without smoothing, as presented in Table 1. Averages taken over all samples at all scores

above chance level.
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Table 14. Summary of the Averaged Effects of Postsmoothing by the Method of Cubic

Splines

Proportion of Mean Deviations

*Test Length RMSD AAD ASD

Simulated Tests

15 .914 .917 1.548

30 .935 .927 2.086

50 .984 .984 1.773

Operational Tests

20 .935 .932 .956

25 .928 .927 1.364

Mean .939 .937 1.545

Note. Tabled values represent RMSD, AAD, and ASD as proportions of the values found

without smoothing, as presented in Table 1. Averages taken over all samples at all scores

above chance level.
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Table 15. Summary of the Averaged Effects of Postsmoothing by the Method of 5-Point

Moving Weighted Averages

Proportion of Mean Deviations

Test Length RNSD AAD ASD

Simulated Tests

15 .984 .985 1.115

30 .990 .989 .980

50 .994 .993 1.013

Operational Tests

20 .985 .985 .995

25 .990 .990 1.069

Mean .989 .989 1.035

Note. Tabled values represent RNISD, AAD, and ASD as proportions of the values found

without smoothing, as presented in Table 1. Averages taken over all samples at all scores

- above chance level.
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Table 16. Summwy of the Averaged Effects of Combined Smoothing by the Method of

Combined Presmoothing by Negative Hyoeraeometric and Postsmoothing by Orthogonal

* Regession

* Proportion of Mean Deviations

Test Length RMSD AAD ASD

Simulated Tests

15 .831 .841 6.034

30 .965 1.011 9.995

50 .957 1.018 8.903

Operational Tests

20 .771 .780 2.078

25 1.064 1.121 11.742

Mean .918 .954 7.750

Note. Tabled values represent RMSD, AAD, and ASD as proportions of the values found

without smoothing, as presented in Table 1. Averages taken over all samples at all scores

* above chance level.
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Table 17. Summary of the Averaged Effects of Combined Smoothing by the Method of

Combined Presmoothing by Negative Hypergeometric and Postsmoothing by Quadratic

Regression

Proportion of Mean Deviations

Test Length RNID AAD ASD

Simulated Tests

15 .898 .907 2.504

30 .916 .923 6.312

50 1.143 1.227 9.310

Operational Tests

20 .397 .155 .246

25 .885 .898 5.855

. Mean .848 .822 4.845

Note. Tabled values represent RMSD, AAD, and ASD as proportions of the values found

without smoothing, as presented in Table 1. Averages taken over all samples at all scores

above chance level.
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Table 18. Summary of the Averaged Effects of Combined Smoothing by the Method of

Combined Presmoothing by Negative Hypergeometric and Postsmoothing by 5-Point

Moving Weighted Averages

Proportion of Mean Deviations

Test Length RMSD AAD ASD

Sim ulated Tests

15 .890 .904 2.932

30 .866 .868 3.614

50 .852 .861 3.466

Operational Tests

• 20 .904 .907 2.012

25 .966 .989 7.479

Mean .896 .906 3.901

Note. Tabled values represent RIND, AAD, and ASD as proportions of the values found

without smoothing, as presented in Table 1. Averages taken over all samples at all scores

above chance level.
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Table 19. Summary of the Averaged Effects of Combined Smoothing by the Method of

Combined Presmoothingf by 3-Point Moving Weigted Averae and Postsmoothingf b,

5-Point Moving Weigrhted Averagfes

Proportion of Mean Deviations

Test Length RMSD AAD ASi)

Simulated Tests

15 .958 .959 1.285

30 .970 .971 .901

50 .976 .978 1.292

Operational Tests

20 .948 .944 1.106

25 .965 .965 1.601

Mean .963 .963 1.237

Note. Tabled values represent RMSD, AAD, and ASD as proportions of the values found

without smoothing, as presented In Table 1. Averages taken over all samples at all scores

above chance level.
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Table 20. Summary of the Averaged Effects of Combined Presmoothing by Negative

Hypergeometric and Postsmoothing by Cubic Splines

Proportion of Mean Deviations

Test Length RMSD AAD ASD

Simulated Tests

15 .885 .898 2.968

4 30 .878 .875 3.985

50 .855 .863 3.613

Operational Tests

20 .902 .905 1.998

25 .966 .990 7.463

Mean .897 .906 4.005

Note. Tabled values represent RI6D, AAD, and ASD as proportions of the values found

without smoothing, as presented in Table 1. Averages taken over all samples at all scores

.* above chance level.
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Table 21. Standard Errors of Unsmoothed Equating Estimated by Three Methods

Kind of Test. Simulated Operational

Length of Test. 15 30 50 20 25

Method of Estimation

Lord's Formula 0.15 0.30 0.51 0.18 0.25

Average of 100

Samples 0.13 0.27 0.44 0.18 0.24

Jackknifing 0.15 0.25 0.47 0.17 0.23

Note. Standard errors were averaged over all scores above the chance or guessing level.
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Table 22. Proportional Change in Standard Errors as a Resuilt of 19 Smoothing Methods

Kind of Test: Simtdated Operational
Length of Test: 15 30 50 20 25

Presmoothing

Method of Estimation

3-point moving median
RMSD 100 Samples 1.00 1.00 1.06 1.00 .99
Jackknifing 1.07 1.00 1.02 1.05 1.02

5-point moving median
9RfiSD 100 Samples 1.02 .99 1.027 1.02 1.01

Jackknifing 1.16 1.01 1.00 1.00 1.02

3-point moving weighted averages
R MSD 100 Sam ples .96 .97 .98 .95 .97
Jackdknifing .98 .98 .98 .94 .98

5 -point moving weighted averages
R MSD 100 Sam ples .99 .99 .99 .99 .99
Jackdknifing 1.01 1.00 .99 .98 1.00

5-point moving weighted averages with root transformation
*.RMSD 100 Samples 1.00 .99 1.00 .99 .98

Jackkcnifing 1.01 1.00 1.00 .98 1.01

4253H Twice
R MSD 100 Sam ples 1.02 1.01 1.03 .98 .99
Jackknifing 1.09 .99 .97 .98 .98

Negative hypergeom etric

R MS D 100 Sam ples .89 .87 .85 .91 .97

Jackkcnifing .89 .80 .88 .81 .87

43



Table 22, continued

Kind of Test: Simulated Operational
Length of Test: 15 30 50 20 25

P ostsmoothing

linear regression
RMSD 100 Samples .97 1.13 1.13 .92 1.24
Jackkcnifing .76 .82 .93 1.08 .88

quadratic regression
RNSD 100 Samples .99 1.03 1.75 .97 .96
Jackkcnifing .97 .92 .99 .99 .86

* cubic regression
RMISD 100 Samples 1.08 1.05 1.32 1.12 .99
Jackknifing .99 1.03 1.45 1.19 .93

orthogonal regression
R MISD 100 Sam ples .87 1.01 .96 .88 1.18

*Jackknifing .70 .85 2.15 1.09 .89

* logistic ogive
RMSD 100 Samples .87 .97 .94 .88 1.17
Jackknifing .70 .85 2.03 1.09 .8

cubic splines
R MISD 100 Sam ples .91 .94 .98 .94 .93
Jackkcnifing 1.00 1.01 1.01 .99 .93

5-point moving weighted averages
RMISD 100 Samples .98 .99 .99 .99 .99
Jackkcnifing .95 .99 .99 .98 .99
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Table 22, continued

Kind of Test: Simulated Operational
*Length of Test: 15 30 50 20 25

Combined Smoothers

negative hypergeometric + orthogonal regression
*RMSD 100 Samples .83 .97 .96 .77 1.06

Jackknifing .74 .71 .78 .65 .77

negative hypergeometric + quadratic regression
RNSD 100 Samples .89 .91 1.14 .40 .89
Jackdknifing .91 .79 1.01 .86 .85

negative hypergeometric + 5-point moving weighted averages
RISD 100 Samnples .89 .87 .85 .90 .97
Jackdknifing .89 .80 .87 .81 .87

3 point moving weighted averages + 5-point moving weighted averages
R NSD100 Sam ples .96 .97 .98 .95 .97
Jackkcnifing .97 .97 .98 .93 .97

negative hypergeometric + cubic splines
RMSD 100 Samples .89 .88 .86 .90 .97
Jackdknifing .89 .80 .88 .81 .87

Note. Table entries show the magnitude of standard error estimates for smoothed equatings
when such standard errors expressed as proportions of the corresponding unsmoothed equatings.
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IV. DISCUSSION

This section considers first the presmoothing methods, then the postsmoothing
methods, then the combined smoothers. It then presents conclusions based on the
results, followed by a discussion of the limitations of the study. Finally,

" recommendations for operational implementation and for further study are presented.
To evaluate the effects of smoothing, particularly its effects on deviations, it is

helpful to consider such deviations within the context of the accuracy of ability or
*achievement tests more generally. The standard errors of equating discussed in this

report are not the only measurement errors which arise in the testing process. There
are also standard errors of measurement that are intrinsic to any test which is not
perfectly reliable. The following formula (Allen & Yen, 1979) relates reliability (R),

'-:- standard error of measurement (SE), and test score standard deviation (SD).

SE=SD* -l-R

Thus, the standard error of measurement for the experimental test of length 15, based
on a reliability (KR-20) estimate of .80 and a standard deviation of 3.28, both given in
Table A-i, is 1.47. Based on data from the same table, the standard error of
measurement for the experimental test of length 30 is 2.20, and that for the
experimental test of length 50 is 2.74. The corresponding average standard errors of

* equating, given in Table 21, as estimated by Lord's formula, are .15, .30, and .51. Thus
the standard error of equating ranges from approximately only 10 to 20 percent of the
standard error of measurement.

Presmoothing
Consideration of Figures B-1 through B-5 shows that smoothing by the method of

3-point moving medians had no consistent beneficial effect. Frequently it resulted in
less accurate equatings than unsmoothed equatings. These effects are summarized in
Table 2. The means of the deviation measures show that, on the average, the smoother
was harmful.

Similar results are obtained from the use of 5-point moving medians (Figures B-6
to B-10 and Table 3). There is no consistent beneficial effect and frequent deleterious

O" effects on all three measures of deviation. Whatever local gains are achieved are
offset by losses elsewhere.

The method of 3-point moving weighted averages, whose results appear in Figures
*B-Il to B-15 and Table 4, is the first method to show generally encouraging results,

although the gains are modest. The gains are particularly evident on the 15-item
simulated test and the 20-item operational test. There is a modest increase in the ASD

* at the high score levels in both tests.
The method of 5-point moving weighted averages (Figures B-16 to B-20 and Table

5) has generally negligible effects on all three measures of deviation.
The result of applying the method of 5-point moving weighted averages with root

transformation, as shown in Figures B-21 to B-25 and Table 6, is virtually identical to
the result of applying the method of 5-point moving weighted averages without root
transformation, as described above. There was no significant benefit achieved.

Smoothing by the method of 4253H Twice (Figures B-26 to B-30) was generally
ineffective and resulted in local increases and local decreases in the measures of
deviation. Table 7 bears out that impression by showing harmful or minimal effects.

Finally, the results of smoothing by means of the negative hypergeometric
(Figures B-31 to B-35) are the first to show consistent improvement in RMSD and AAD
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as a consequence of smoothing. The effects are particularly impressive with the
simulated tests, presumably in part because the criterion equatings for those tests are
nearly perfect, not estimated from very large samples. The gains are not uniform
across the tests. On the shorter tests at lower scores, the measures of RMSD and AAD
actually increase as a consequence of using the negative hypergeometric. The
considerable decreases in RMSD and AAD are also indicated in Table 8. The beneficial
effects of the negative hypergeomtric do not extend to the measures of ASD. The ASD
increases both globally and locally, sometimes quite dramatically. These increases
were expected at the lower end of the test, where guessing is a factor, but increases at
the upper end were not expected. It must be noted, however, that as Table 1 shows, the
ASD figures were low initially, so that a tripling of ASD may still denote an acceptably
low level. The question of what amount of ASD may be acceptable is complex. Until
there are equating methods which can be shown to be consistent, sufficient, efficient,
and unbiased, it will be necessary to balance such properties against each other to
determine the mix which is optimal for a given purpose. The largest increase in ASD
occurred for the test length 50 (Table 8). The increase, by a factor of approximately
7.5, resulted in an increase in the mean ASD (Table 1) from 0.015 score points to 0.11
score points. The mean RMSD for the same test was 0.24 without smoothing, and 0.23
with smoothing. Thus for the 50-item test used in this study the increase in ASD was
greater than the reduction in RMSD, although the resulting ASD was only half the
magnitude of the RMSD.

If an increase in ASD is less than the decrease in RMSD, then the net benefit may
make the use of a smoother which increases ASD justifiable. An increase in ASD may

* be more acceptable when two tests are equated so that they may be usea
interchangeably than the same increase would be when the objective of the equating is

- to replace one operational test with another. If two tests are used interchangeably,
then a systematic tendency to deviations in one direction on one test will be offset by
scores on the other test. Thus, if the forms of the test are administered at random to
examinees, there will be no expected advantage to any examinee. If, in contrast, a test
is equated to another so that the older test may be replaced, then ASD will result in
equated scores which give results which differ systematically from the scores expected
on the test which was replaced.

Why is it that the negative hypergeometric smoothing method outperforms the
other presmoothers? It is likely that it is in part because that smoother takes into
account all of the information in a distribution's mean and standard deviation in arriving
at the smoothed frequency for each point. The other presmoothers respond only to
local conditions and so may incorporate, rather than eliminate, some sample-dependent
local fluctuations. Although the negative hypergeometric does require the assumption
that all items are equally difficult, an assumption usually contradicted in practice, its
success as a presmoother indicates that its use is robust against violation of this
assumption. Furthermore, among the seven presmoothers investigated, only the
negative hypergeometric is based on a mathematical model of testing. The other
smoothers work by applying general algorithms which have been shown to be useful in a
wide variety of circumstances. It appears that those smoothers do not bring the sample
score distributions closer to the shape of the distribution of parent population, whereas
the negative hypergeometric does. The negative hypergeometric does so, however, at
the cost of increased ASD at some specific test scores.
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Postsmoothers
The use of linear regression postsmoothing, as shown in Figures B-36 to B-40,

resulted in modest reductions of RMSD and AAD at the middle ranges, but inreases at
the upper score ranges. The increases in the deviations of the upper score ranges are
especially prominent in the simulated test of length 50 (Figure B-38). Since that
pattern turns up also with the quadratic and cubic regression postsmoothers (Figures B-
43 and B-48), it merits consideration. First, those deviations were not due to the
results of the monotonicity constraint imposed on the curvilinear regression smoothing.
Although the smoothing algorithm contained the provision for the use of that constraint
where needed, it was in fact never required for the data analyzed for this effort. The
deviations in the case of the unsmoothed equatings are modest, whereas the smoothed
deviations are considerably greater for scores above 47. The concomitant increases in
ASD indicate that the increases in RMSD and AAD are due not necessarily to greater
variability but rather to consistent deviations in one direction. Furthermore, between
tests, the departures are sometimes in one direction, sometimes in the other, as the
contrast of the right end of the ASD panels in Figures B-36 and B-37 shows. That this
pattern of deviations occurs not only in the curvilinear smoothings, but also in the
linear regression smoothings further confirms that it is not due to any nonmnotonicity
of the curvilinear smoothing functions, but to the inability of the functions to follow
the points adequately. Table 9 summarizes the effects of the linear regression
smoother.

Figures B-41 to B-45 present the effects of postsmoothing with quadratic
equations. They indicate modest benefits locally. Improvements in RMSD and AAD are
partially offset by increases in ASD. Again, deviation measures tend to be high at the
upper end, especially with the 50-item test. Table 10 shows the nearly 20-fold
increases, from 0.028 to 0.53, in ASD for the 50-item test.

Use of cubic polynomial regression smoothing has less benefit than does quadratic
regression in most cases (Figures B-46 through B-50), but it also causes less increase in
RMSD at high scores, and less of an effect on ASD. Since a cubic function can follow a
given curve more accurately than can a quadratic function, one would expect that the
cubic regression smoothing would lead to more accurate equating than linear or
quadratic regression smoothing. Findings to the contrary suggest that the cubic
functions may have been following and fitting sample-dependent fluctuations in the
individual equatings. Table 11 shows its general effectiveness.

Smoothing by means of orthogonal regression (Figures B-51 to B-55) had effects
which were very similar to those which resulted from the use of linear regression. The
deleterious effects at the high end of the test, however, were less pronounced. Again,
there were considerable increases in ASD, although the direction of those increases was
not consistent. As Table 12 shows, orthogonal regression was especially variable in its
effects on RMBD.

Postsmoothing by means of the logistic ogive, the results of which are shown in
Figures B-56 to B-60 and summarized in Table 13, resulted in modest reductions in
RMSD and AAD, at the usual cost of increases in ASD, and with the previously noted
problems at the highest scores. On the whole, the results of smoothing with the logistic
ogive are modestly encouraging.

* The results of smoothing by cubic smoothing splines (Figures B-61 to B-65 and
Table 14), are the most promising of the results using postsmoothing methods. There
are modest reductions throughout in the amounts of RMSD and AAD, combined with no
end point problems at either end, and no particularly severe problem with increases in
ASD. Table 14 shows that the gains, though modest, are consistent for the cubic
smoothing spline method.
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Finally, as Figures B-66 through B-70 show, the effect of postsmoothing by 5-
.Z" point moving weighted averages was virtually nil at all scores and with Ill three

measures. Table 15 confirms the general lack of effect.

Combined Smoothers
Combining negative hypergeometric presmoothing with postsmoothing by means

"-, of orthogonal regression (Figures B-71 to B-7 5) has effects on R NID and ASD which are
greatly inferior to the effects of negative hypergeometric presmoothing alone at the
higher score points. This implies that the fitted orthogonal regression smoothing line
does not follow the equiperoentile points effectively.

The same problems are evident, though to a lesser degree, with the combination
of the negative hypergeometric presmoothing and quadratic regression postsmoothing
(Figures B-76 to B-80). Evidently the curvilinear function can follow the equating
points better than can the straight line. Increases at the higher scores on the 50-item
test are evident (Figure B-78), but, in contrast, the combination was very successful for
the 20-item test (Figure B-79). The latter, in fact, was the most effective combination
seen in this study for any of the five tests considered.

The combination of presmoothing by means of the negative hypergeometric and
postsmoothing by the 5-point moving weighted averages (Figures B-81 through B-65)
again does not result in gains beyond those achieved with the negative hypergeometric
presmoothing alone. The difference in scales makes that difficult to perceive, but it is
confirmed by Tables 8 and 18, which have entries that are almost equal to each other.

Figures B-86 through B-90 show that combining the presmoothing method of 3-
point moving weighted averages with the postsmoothing method of 5-point moving
weighted averages results in slight reductions in RSD in some cases (Figure B-66), and
negligible increases in ASD. Table 19 shows that although the gains are slight, they are
consistent.

Finally, Figures B-91 through B-95 show the effects of combining presmoothing by
the negative hypergeometric with postsmoothing by cubic smoothing splines. RISD is
decreased at all test lengths, as is AAD, whereas ASD is generally increased, especially
with the test of length 25. The effects on ASD vary particularly strongly as a function
of test score, as Figure B-92 shows well.

Jackknifed Estimates
The close agreement of the standard errors as estimated by the three methods,

shown in Table 21, supports the contention that each of the three estimation methods is
both appropriate and correctly executed. Although there are slight differences in the
estimates, they are not large enough to call into question the appropriateness of the
methods.

The similarity of results continues, for the most part, in Table 22, where the
results of smoothing are summarized for all 19 smoothing methods as estimated by
RNSD averaged over 100 reduced sample equatings and by jacdnifing. There are,
however, some cases of disagreement, such as that in the case of postamoothing by
means of linear regression. There, jackknifed results indicate that the method Is more
generally effective than do the results of the averaged RISD figures. The jackknifing
was applied to groups of 2,000 which were based on population expected proportions,
not on small samples. As a result, It is plausible to suggest that the straight line fit the

-'- jackknifed samples better than the "true" samples of 2,000 used in the computation of
RID because the population equating deviates from a straight line less than the small
samples do. A similar possibility is evident for the case of combined negative
hypergeometric and logistic ogive smoothing.
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In general it is difficult to say that either estimation method is unequivocally
better than the other, but since the jackknife used data based on population proportions,
it is to be expected that analytic functions should fit such data better than they would
fit data with sample-dependent fluctuations. In any case, the jackknife does not allow
estimations of ASD or AAD.

Since the two methods do give somewhat divergent results in some cases, a
conservative criterion for the recommendation of adopting a smoothing method is that
the method should appear advantageous with both estimation techniques, mean RMD
and jackknifing. The only method meeting that criterion at all test lengths is the
method of presmoothing by the negative hypergeometric.

Conclusions
One presmoother and one postsmoother stand out as deserving further study and

consideration for future operational use. The presmoother is the negative
*- hypergeometric; the postsmoother is the cubic smoothing spline.

When its effect is estimated by jackknifing, the cubic smoothing spline was not
effective in reducing RMSD with the operational test of length 20, nor with any of the
simulated tests. There was, however, consistent improvement resulting from the use of
the smoothing splines as measured by RMSD. This divergence of measures of
effectiveness suggests the need for further study before unequivocal recommendations
may be made.

t9 Presmoothers other than the negative hypergeometric are either ineffective,
inconsistent in their effects, or have associated with them disadvantages such as
greatly increased ASD. Divgi (1983) likewise found merit in the use of the negative
hypergeometric, although he also found that the three-and four-parameter beta
binomial distributions were more effective than the negative hypergeometric. (The
negative hypergeometric is a two-parameter beta binomial.)

The lack of effectiveness of the other presmoothers may say less about the.. ' presmoothers than it does about the robustness of equipercentile equating. The various

cumulative frequency counts used in equating may be degraded by all of the smoothers
except the negative hypergeometric.

The cubic smoothing spline has a number of intuitively appealing characteristics:
it can follow a curve of any shape, it can pass as close to the fit points as appropriate,
and it is theoretically neutral in the sense that its use does not depend on the
applicability or appropriateness of any statistical theory of testing. Its effectiveness,
which is also reported by Kolen (1983), is thus not surprising. Although the
improvements due to the splines were modest, the fact that there is no concomitant
increase in ASD makes their use particularly attractive. The cubic smoothing splines
perform, in effect, exactly what hand smoothing was to do: It passes a theoretically
neutral curve among the points. Its effectiveness may derive from its mimicking of the
original objective of postsmoothing.

Limitations
The present study is limited in several respects, all of which may tend to reduce

its generalizability to other applications.
First, only five tests were used: two operational and three simulated.

Generalizations to other tests may be inadvisable if the tests do not statistically
resemble those used for this study.

Second, the tests used, especially the simulated tests, may be more similar to
each other than are most operationally equated tests. Generalization to less similar
tests is of questionable appropriateness.
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Third, all equated pairs were pairs of tests of the same length, a condition not
always found operationally.

Finally, within the current methodology it has not been possible to investigate a
question of potential importance. One of the particularly significant advantages of
equipercentile test equating is that when tests equated by the equipercentile method
are used interchangeably to select only those who score at or above a certain
percentile, then there is no expected advantage to any examinee in taking any
particular form of the test in place of any other form. It is not clear that presmoothed
equipercentile equatings retain that property. In applications where such percentile
invariance is an essential consideration, the use of presmoothing should await further
research.

Recommendations
Among the presmoothing methods, the negative hypergeometric and, by extension,

other smoothers of the same beta binomial family, deserve consideration for
operational use. If any of the presmoothers studied here is to be adopted, then the
negative hypergeometric would be the most appropriate. It has the effect of reducing
RNISD by about ten percent, a benefit which could also be achieved by increasing
sample size by about 20 percent.

Among the postsmoothers, gains were not as evident with linear, quadratic, and
cubic regression smoothing as had been anticipated. In those cases where an a priori
decision has been made that the smoothing shall be linear, the use of orthogonal
regression should be favored over the use of standard regression. Where the shape of
the regression fitting is not determined in advance, then the use of cublc splines
appears appropriate. These two postsmoothing methods, orthogonal regression and
cubic splines, are appropriate for operational use with tests similar to those studied
here, and may be useful with other tests if further research confirms their usefulness.

It is further suggested that future investigations consider not only AAD, RMBD,
and ASD, but also look at the worst cases to determine whether, as Divgi (1983) found,
there are some equatings In which the action of a generally helpful smoother results in

"-. less accurate results than does either no smoother or some other smoother. DivgIfs
results suggested that the four-parameter beta binomial was effective in most

*equatings, but that in a small proportion of cases its use was not appropriate because it
increased deviations markedly.

Analytic derivations of the standard errors associated with equating distributions
presmoothed by means of the negative hypergeometrie or related smoothers would
contribute to an understanding of the expected functioning of that smoother.

Finally, the figures and tables show that benefits are generally achieved at the
cost of increases in ASD. The use of resampling techniques, such as jeckknlifing, known
to reduce ASD, might be applied with the promising smoothers to determine if the two
together would reduce RNSD and ASD. Such combining of a smoothing technique with
a resampling might bring the benefits of both to the equating process.
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Appendix A

Technical Description of Simulated Tests

The tests used in the simulated equatings are described in detail in the
accompanying tables. Item statistics, distribution statistics, and item parameters are
all given. Test 15.1 was the experimental test of length 15, and test 15.2 was the
reference test. The tests of lengths 30 and 50 were numbered similarly. The item
parameters (a, b, and c) were used to develop the tests and to derive the expected
observed score distributions. All of the other statistics for the items and for the test as
a whole were developed from a single sample of 2,000 simulees. Table A-i presents
test summary statistics. Tables A-2 through A-7 present item statistics.
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Table A - 1. Test Statistics for the Simulated Tosts

Standar
Test Mean Deviations Skew Kirtosis KR-20 KR-21

15.1 10.25 3.26 -0.44 -0.67 .60 .75
15.2 10.55 3.25 -. 8067.80 .75

30.1 18.54 6.63 -0.14 -0.97 .89 .87
30.2 17.93 6.57 0.00 -0.95 .68 .86
50.1 36.33 10.36 -0.57 -0.66 .93 .93
50.2 35.17 9.61 -0.48 -0.67 .91 .91

kl
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: Table A - 2. Item Statistics for Tests 15.1

A"

ITEN A B C P RP R

1 1.067 -2.146 0.237 0.950 0.328 0.690
2 1.222 -1.290 0.240 0.883 0.481 0.788
3 1.297 -1.120 0.230 0.868 0.492 0.770
4 1.420 -0.793 0.273 0.316 0.526 0.765
5 1.487 -0.757 0.247 0.804 0.541 0.776
6 1.330 -0.591 0.20 0.766 0.564 0.779
7 1.900 -0.395 0.250 0.722 0.624 0.833
8 1.417 -0.350 0.260 0.736 0.561 0.756
9 1.439 -0.265 0.261 0.717 0.56 0.730
10 1.420 -0.094 0.241 0.637 0.593 0.747
11 1.371 0.007 0.269 0.656 0.543 0.701
12 1.590 0.677 0.226 0.449 0.49 0.628
13 1.150 0.682 0.245 0.489 0.489 0.613
14 1.530 0.778 0.240 0.429 0.478 0.603
15 1.430 1.393 0.235 0.326 0.356 0.463

KEY: A = a parameter; B = b parameter; C = c parameter; P = proportion of simulees
answering correctly; RP = point biserial correlation; RB = bserial item-test
correlation.
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Table A -3. Item Statistics for Tests 15.2

ITEM A B C P RP RO
---------------------------------------------------------------------

1 1.557 -1.940 0.248 0.956 0.339 0.746

2 1.413 -1.790 0.234 0.944 0.384 0.780

3 1.240 -1.226 0.237 0.878 0.468 0.756

4 1.080 -0.866 0.237 0.804 0,502 0.720

5 1.410 -0.614 0.242 0.768 0.569 0.787

6 1.370 -0.48 0.249 0.752 0.577 0.708

7 1.220 -0.460 0.256 0.729 0.546 0.733
8 1.096 -0.412 0.251 0.735 0.526 0.709

9 1.350 -0.340 0.248 0.728 0.584 0.793

10 1.468 -0.299 0.215 0.680 0.620 0.909

11 1.405 -0.140 0.244 0.675 0.561 0.730

12 1.670 0.146 0.246 0.584 0.581 0.734

13 1.494 0.482 0.227 0.50B 0.538 0.674

14 1.263 0.965 0.262 0.440 0.454 0.571

15 1.146 1.261 0.247 0.368 0.375 0.480

KEY: A =a parameter; B =b parameter; C =c parameter; P =proportion of simulees
answering correctly; RP = point biserial correlation; RB = biserial item-test
correlation.
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Table A -4. Item Statistics for Tests 30.1

ITEN A 3 C P RP RD

1 1.706 -1.000 0.242 0.944 0.362 0.737
2 1.051 -1.177 0.242 0.850 0.441 0.675
3 1.362 -1.088 0.229 0.852 0.519 0.79
4 1.639 -1.011 0.231 0.846 0.509 0.774
5 1.447 -0.926 0.217 0.020 0.537 0.786
6 1.771 -0.838 0.223 0.827 0.555 0.821
7 1.411 -0.806 0.240 0.806 0.521 0.749
8 1.262 -0.758 0.217 0.792 0.515 0.729
9 1.291 -0.693 0.244 0.796 0.527 0.749
10 1.379 -0.520 0.222 0.739 0.554 0.749
11 1.108 -0.380 0.227 0.715 0.519 0.690
12 1.443 -0.241 0.227 0.692 0.582 0.764
13 1.685 -0.064 0.224 0.640 0.593 0.761
14 1.403 -0.023 0.231 0.624 0.571 0.729

* 15 1.673 0.003 0.235 0.617 0.593 0.755
16 1.403 0.077 0.225 0.596 0.544 0.689
17 1.283 0.217 0.227 0.559 0.499 0.615
18 1.377 0.323 0.221 0.542 0.516 0.651
19 1.656 0.420 0.219 0.503 0.540 0.676
20 1.641 0.512 0.216 0.472 0.506 0.634
21 1.603 0.563 0.225 0.478 0.511 0.641
22 1.297 0.569 0.222 0.486 0.495 0.608
23 1.226 0.579 0.226 0.486 0.453 0.567
24 1.242 0.611 0.249 0.49 0.439 0.550
25 1.313 0.624 0.229 0.467 0.473 0.594
26 0.930 0.880 0.235 0.437 0.421 0.530

27 1.266 0.895 0.221 0.407 0.384 0.486
28 1.159 0.994 0.224 0.406 0.38 0.491
29 1.578 1.251 0.215 0.323 0.397 0.517
30 1.629 1.480 0.243 0.315 0.290 0.379

KEY: A = a parameter; B= b parameter; C= c parameter; P= proportion of simulees
answering correctly- RP = point biserial oorrelation RB = biserial item-test
correlation.
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Table A -5. Item Statistics for Tests 30.2

ITEN A B C P RP RD

1 1.266 -1.498 0.239 0.907 0.379 0.661
2 1.717 -1.424 0.232 0.924 0.364 0.676
3 1.297 -1.110 0.236 0.856 0.464 0.717
4 1.010 -0.731 0.236 0.776 0.453 0.632
5 1.373 -0.675 0.202 0.775 0.533 0.741
6 1.336 -0.613 0.243 0.771 0.505 0.701
7 0.977 -0.605 0.243 0.755 0.458 0.627
8 1.450 -0.497 0.224 0.747 0.553 0.752
9 1.310 -0.264 0.235 0.673 0.518 0.674
10 1.211 -0.169 0.221 0.666 0.549 0.711
11 1.349 -0.150 0.226 0.660 0.542 0.700
12 1.100 -0.131 0.230 0.661 0.523 0.676
13 1.509 -0.086 0.217 0.660 0.577 0.746
14 1.361 -0.063 0.229 0.625 0.553 0.706
15 1.240 -0.032 0.242 0.613 0.518 0.659
16 1.337 0.020 0.212 0.622 0.563 0.719
17 1.671 0.082 0.244 0.613 0.566 0.720
19 1.663 0.19 0.236 0.558 0.580 0.729
19 1.573 0.227 0.226 0.579 0.596 0.752
20 1.606 0.357 0.252 0.540 0.533 0.669
21 1.418 0.364 0.240 0.548 0.534 0.671
22 1.591 0.678 0.223 0.450 0.486 0.611
23 1.601 0.89 0.223 0.410 0.480 0.607
24 1.349 1.001 0.211 0.385 0.412 0.524
25 1.557 1.061 0.241 0.399 0.416 0.528
26 1.547 1.114 0.255 0.397 0.374 0.475
27 1.124 1.287 0.238 0.378 0.377 0.481
28 1.307 1.304 0.234 0. 363 0.309 0.396
29 1.697 1.548 0.230 0.305 0.315 0.414
30 1.900 1.600 0.235 0.304 0.292 0.384

KEY: A = a parameter; B = b parameter; C = c parameter; P = proportion of simulees
answering correctly; RP = point biserial correlatiow8 RB = biserial item-test
correlation.
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Table A - 6. Item Statistics for Tests 50.1

ITEN A D C P RP RD

1 1.330 -1.620 0.229 0.921 0.429 0.7H
2 1.538 -1.540 0.254 0.923 0.451 0.030
3 1.433 -1.410 0.229 0.897 0.490 0.832
4 0.770 -1.311 0.244 0.940 0.404 0.609
5 1.005 -1.265 0.250 0.956 0.431 0.668
6 1.096 -1.237 0.249 0.957 0.481 0.746
7 0.900 -1.225 0.253 0.840 0.440 0.663
0 0.951 -1.171 0.240 0.839 0.441 0.663
9 1.321 -1.159 0.246 0.877 0.413 0.70
10 1.090 -1.123 0.241 0.840 0.433 0.651
11 1.101 -1.086 0.255 0.842 0.464 0.701
12 0.828 -1.012 0.239 0.799 0.439 0.627
13 1.060 -0. 94 0.249 0.919 0.496 0.724
14 1.222 -0.957 0.225 0.820 0.529 0.775
15 1.200 -0.950 0.228 0.816 0.510 0.742
16 0.922 -0.962 0.251 0.792 0.415 0.566
17 1.110 -0.961 0.240 0.792 0.512 0.726
18 1.171 -0.059 0.244 0.814 0.494 0.719
19 1.193 -0.766 0.226 0.785 0.513 0.721
20 1.383 -0.748 0.261 0.795 0.529 0.750
21 1.067 -0.739 0.247 0.772 0.40 0.678
22 1.014 -0.694 0.234 0.746 0.534 0.726
23 1.026 -0.559 0.240 0.734 0.510 0.687
24 1.220 -0.515 0.245 0.741 0.545 0.737
25 1.267 -0.497 0.248 0.726 0.513 0.66
26 0.979 -0.464 0.246 0.725 0.469 0.627
27 1.273 -0.434 0.263 0.731 0.509 0.613
28 1.156 -0.432 0.240 0.710 0.529 0.700
29 1.290 -0.429 0.240 0.722 0.569 0.760
30 1.401 -0.427 0.234 0.721 0.557 0.743
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Table A - 6. (continued)

31 1.243 -0.426 0.246 0.721 0.521 0.695

32 1.098 -0.425 0.241 0.720 0.495 0.660
33 1.034 -0.279 0.240 0.687 0.475 0.621

34 0.624 -0.219 0.252 0.684 0.332 0.434

35 1.465 -0.216 0.235 0.668 0.575 0.746

36 1.133 -0.170 0.245 0.657 0.545 0.703

37 1.074 -0.167 0.232 0.661 0.473 0.612

38 1.394 -0.161 0.241 0.658 0.560 0.723

39 0.829 -0.157 0.250 0.655 0.414 0.533

40 1.366 -0.106 0.238 0.636 0.555 0.712

41 1.222 -0.104 0.256 0.664 0.512 0.663
42 0.959 0.018 0.239 0.605 0.464 0.589

43 1.381 0.072 0.229 0.572 0.555 0.700

44 1.069 0.318 0.247 0.549 0.450 0.565

45 0.991 0.343 0.232 0.538 0.427 0.536

46 1.399 0.362 0.226 0.541 0.495 0.622

47 1.166 0.415 0.251 0.540 0.441 0.554

48 1.071 0.496 0.251 0.514 0.434 0.544

49 1.477 0.517 0.235 0.490 0.451 0.565

50 1.268 0.605 0.227 0.473 0.437 0.549

KEY: A - a parameter; B = b parameter; C = c parameter; P = proportion of simulees
answering correctly; RP point biserial correlation; RB = biserial item-test
correlation.
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Table A - 7. Item Statistics for Tests 50.2

ITER A I C P RP No
------------- --------------------

1 0.976 -1.593 0.236 0.968 0.397 0.653
2 0.941 -1.367 0.255 0.870 0.400 0.636
3 0.936 -1.268 0.233 0.863 0.433 0.678
4 1.224 -1.183 0.246 0.975 0.435 0.699
3 0.946 -1,177 0.234 0.843 0.414 0.627
6 0.B0 -1.166 0.242 0.932 0.423 0. Q9
7 1.072 -1.141 0.263 0.943 0.485 0.734
9 0.966 -1.139 0.236 0.815 0.452 0.656
9 1.046 -1.127 0.230 0.937 0.485 0.721
10O 1.142 -1.086 0.222 0.940 0.55 0.761
I. 1095 -1.019 0.241 0.843 0.476 0.722
12 0.867 -0.953 0.232 0.909 0.408 0.59
13 0.878 -0.942 0.240 0.799 0.440 0.628
14 0.816 -0.820 0.253 0.782 0.415 0.5 1
15 0.867 -0. 79 0.229 0.79 0.462 0.650
16 0.882 -0.779 0.249 0.779 0.448 0.625
17 0.831 -0.670 0.227 0.743 0.476 0.645
19 0.930 -0.653 0.244 0.719 0.437 0.582
19 0.910 -0.567 0.239 0.737 0.482 0.650
20 0.940 -0.535 0.265 0.731 0.448 0.602
21 0.924 -0.508 0.247 0.737 0.491 0.662
22 1.129 -0.485 0.244 0.741 0.511 0.691
23 0.953 -0.419 0.238 0.696 0.430 0.565
24 1.116 -0.408 0.245 0.726 0.527 0.705
25 0. 996 -0.395 0.243 0.710 0.447 0.592
26 0.951 -0.371 0.238 0.677 0.496 O.648
27 0. 63 -0.333 0.222 0.685 0.429 0. 561
28 0.783 -0.317 0.254 0.694 0.378 0.497
29 1.039 -0.201 0.230 0.669 0.472 0.613
30 0.913 -0.154 0.234 0.633 0.503 0.644
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------ 7-

Table A - 7. (continued)

31 1.256 -0.077 0.235 0,623 0.514 0.659
32 0.921 -0.053 0.240 0.447 0.446 0.574
33 0.991 -0.041 0.238 0.427 0.492 0.629
34 0.532 -0.020 0.242 0.413 0.392 0.487
35 0.815 0.021 0.230 0.413 0.430 0.547
36 0.02 0.039 0.240 0.401 0.442 0.560
37 0.799 0.042 0.238 0,604 0.422 0. 5M
38 1.032 0.047 0.244 0.627 0.478 0.411
39 0.915 0.097 0.222 0.596 0.46 0.416
40 0.999 0.123 0.231 0.412 0.440 0.559
41 0.974 0.155 0.234 0.59? 0.436 0.552
42 0.914 0.199 0.249 0.549 0.406 0.511
43 0.532 0.241 0.240 0.576 0.322 0.404
44 0.919 0.299 0.233 0.553 0.427 0.537
45 0.746 0.301 0.236 0.547 0.379 0.478
46 1.175 0.324 0.251 0.547 0.461 0.590

*47 0.716 0.358 0.230 0.553 0.399 0.500
48 0.994 0.475 0.242 0.524 0.445 0.558
49 0.759 0.554 0.234 0.504 0.370 0.44
50 0.559 0.743 0.234 0.497 0.309 0.394

KEY: A =a parameter; B =b parameter; C =a parameter; P =proportion of simulees
answering correctly-, RP =point biserial correlation; RB =biserlal item-test
correlation.
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Appendix B

Figures showing the effects of the smoothing procedures.
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Figure B-i
_____ Deviations of sample equatinps (RM.3D, AAD, and ASD) from citerion

equating. Unsmoothed equating: solid line; smoothed equating: + marks.
Test Length: 15
Tat Type: Simulated
Smoothinr. Presmoothed by 3-point moving medians
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_____ Deviations of sample equatinp (RNSD, AAD, and ASD) from criterion
equating. Uiwmoothed equating. solid line; smoothed equating: + marks.
Test Length: 30
Test Type: Simulated
Smoothing: Presmoothed by 3-point moving medians
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__-"__ Deviations of sample equatinp (RISD, AAD, and ASD) from criterion
equating. Unumoothed equating solid line, smoothed equating. + marks.
Test Length So
Test Type: Simulated
Smoothing Presmoothed by S-point moving medians
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11gw. 3-4
- Deviations of sample .quatlnp (RNBD, AAD, and A8D) from criteion

equating. Unsmootbed equating: solid lines smoothed equating: + marks.
Tant Luigtis 20
Tast Types Operationa

anscud~r Presmoothed by 3-point moving medians
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Figure B-5
_____ Deviations of sample equatinps (RNSD, AAD, and ASD) from critrion

equating. Unumoothed equating: solid line; smoothed equating: + marks.
Test Length:- 25
Test Type: Operational
Smoothing. Presmoothed by 3-point moving medians
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FigreB-

Figur B-6Deviations of sample equating. (RNBD, AAD, and ASD) from citerion
equating. Umsmoothed equating: solid line; smoothed equating: + mails.
Test Length: 15
Test Type: Simulated
S moothlngr Presmoothed by 5-point moving medians
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Figure B-7
-. Deviations of sample equatlnp (RIWD, AAD, and ASD) from criterion

equating. Uumoothed equatings solid line; smoothed equating: + marks.Test Length: 30
Test Type: Simulated
Smoothing Presmoothed by 5-point moving medians

R
M

,S +

D

0.14
8_"NUMBER CORRECT

0 .33

++

0.14 8 3
NUMBER CORRECT 30

0.15

A +

.0+"L

-0.1 .NUMBER CORRECT 30

72

. -. - . .

~~~~~~~~~~~~~~~~~~~~~.- . .,:- ... ., ... +,. ,... .. ..... ... . . .. +.. ... . . . . . .: . . .



Figure B-8
_____ Deviations of sample equatinp (RM.D, AAD, and ASD) from riterio

equating. Umsmoothed equatingr solid line; smoothed equating: + marks.
Test Length: 50
Test Type: Simulated
Smoothingr Presmoothed by 5-point moving medians
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Figure B-9
_____ Deviations of sample equatings (RMSD, AAD, and ASP) from criterion

equating. Unsmoothed equating. solid line; smoothed equating: + marks.
Test Length: 20
Test Type: Operational
S moothing. Presmoothed by 5-point moving medians
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Figure B-1 0
_ _Deviations of sample equatings (RNED, AAD, and ASD) from criterion

equating. Unsmoothed equating solid line; smoothed equating: + marks.
Test Length 25
Test Type: Operational
Smoothingi Presmoothed by 5-point moving medians
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Figure B-1Il
_____ Deviations of sample equatings (RNBD, AAD, and ASD) from criterion

equating. Unsmoothed equating. solid line; smoothed equating: + marks.
Test Length: 15
Test Type: Simulated
Smoothing. Presmoothed by 3-point moving weighted averages
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Figure B-I 2
_____ Devistions of sample equatings (RINBD, AAD, and ASD) from criterion

equating. Urnmoothed equating: solid line; smoothed equating: + marksn.
Tast Length., 30
Test Type: Simulated
Smoothing. Presmoothed by 3-point moving weighted averages
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Figure B-13
- Deviations of sample equatinps (RNSD, AAD, and ASD) from criterion

equating. Unsmoothed equating. solid line; smoothed equating: + marks.
Tast Length: 50

*Test Type: Simulated
Smoothing. Presmoothed by 3-point moving weighted averages

0 .71

D

0.18
13 .50

NUMBER CORRECT

0 .71

D

13 50
NUMBER CORRECT

-0. 47'
13 50

NUIMBER CORRECT

78



Figure B-14
_._ Deviations of sample equatinp (RNSD, AAD, and ASD) from criterion

equating. Unsmoothed equating: solid line; smoothed equating: + marks.
Test Length: 20
Test Type: Operational
Smoothing: Presmoothed by 3-point moving weighted averages
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Figure B-15
_____ Deviatlis of sample equatings (RNBD, AAD, and AMD) from criterion

equating. Unumoothed equatinps solid line; smoothed esquatingt + mnarks.
Tast Length: 25
Tast Type: Operational
Smoothings Presmoothed by 3-pint moving weighted averages
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-"__ Deviations of sample .quatinp (RlSD, AAD, and ASD) from criterion
equating. Unsmoothed equatinp solid line smoothed equating: + marks.
Test Length: 15
Test Type: Simulated
Smoothinp Presmoothed by S-point moving weighted averages
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Figure B-17
_____ Deviations of sample equatinps (RNUD, AAD, and ASD) from criterion

equating. Uramoothed equating: solid line; smoothed equating:.+ marks.
Test Lengtfu 30
Tt Type: Simulated
Smoothinpr Presmoothed by 5-point moving weighted averages
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Figure B-1S
_____ Deviations of sample equating. (RMED, AAD, and ASD) from criterion

equating. Unsmoothed equating: solid line; smoothed equating: + marks.
Test Length: 50
Test Type: Simulated
Smoothing. Presmoothed by 5-point moving weighted averages
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Figure B-lB
_____ Deviations of sample equatinp (RM~D, AAD, and ASD) from criterion

equating. Unsmoothed equating- solid line; smoothed equating. + marks.
TestLength: 20
Test Type: Operational
Smoothing: Presmoothed by 5-point moving weighted averages

M
S
D

6 20
NLUMBER CORRECT

0 0

0.10
6 28

NUMBER CORRECT

0,.0

A

-0.121
6 20

NUMBER CORRECT

84



Figure B-20
- Deviations of sample equatings (RNBD, AAD, and ASD) from criterion

equating. Umamoothed equating: solid line; smoothed equating: + marks.
Tast Length: 25
Test Type: Operational
Smoothing: Presmoothed by 5-point moving weighted averages
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Figure B-21
_____ Deviations of sample equatings (RNSD, AAD, and ASD) from criterion

equating. Unwmoothed equating- solid line; smoothed equating: + markcs.
Test Length: 15
Test Type: Simulated
Smoothingi. Presmoothed by 5-point moving weighted averages with

root transform ati on
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Figure B-22
___-_ Deviations of sample equatings (RIND, AAD, and ASD) from criterion

equating. Unsmoothed equating solid line; smoothed equating: + marks.
Test Length: 30
Test Type: Simulated
Smoothing. Presmoothed by 5-point moving weighted averages with

root transformation
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Fiur D~3 Deviations Of sample equating. MRSAD, and ASD) from a iterio

TatLength: 50
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Figure B-24
_____ Deviations of sample equating. (RIUD, AAD, and ASD) from criterion

equating. Unsmoothed equating: solid line; smoothed equating: + marks.
Test Length:. 20
Test Type: Operational
Smoothing. Presmoothed by 5-point moving weighted averages with

root transformation
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Figure B-25
_____ Deviations of sample equatinps (RIBD, AAD, and ASD) from criterion

equating. Umsmoothed equatingr. solid line; smoothed equating: + marks.
Tast Length:- 25
Tast Type: Operational
Smoothing: Presmoothed by 5-point moving weighted averages with

root transformation
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Figure B-26
_____ Deviations of sample equating. (RNSD, AAD, and ASD) from criterion

equating. Unsmoothed equating. solid line; smoothed equating: + marks.
Tast Length: 15
Tast Type: Simulated
Smoothing: Presmoothed by 4253H Twice
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Figure B-27
- Deviations of sample .quatinps (RNSD, AAD, and ASD) from criterion

.Ik equating. Uturnoothed equatinj' solid line; smoothed equating' + marks.
Test Lengtht 30
Test Type: Simulated
Smoothing& Premoothed by 4253H Twice
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Figure B-IS
- Devatin of ample .quatlngs (XISD. AAD9 and AID) from witerlon

equating. Ummoothed equating. solid Mals smoothed equatings marks.
Test Lwigtha I0
Tat Types simulated
Smoothing. Faemoothed by 4258 H T*loe
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Figre__2 Deviation of sample equatings CRNSD, AAD, and ASD) from criterion
equating. Unsmoothed equating: sold line; smoothed equating: + marks.
Test Length: 20
Test Type: Operational
Smoothing: Presmoothed by 4253H1 Twice
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Figure 0-30
_____ Deviations of sample equatlnps (Rm6D, AAD, and ASD) from citerion

equating. Uusmoothed equating: solid line; smoothed equating: + marks.
Test Length: 25
Test Type: Operational
Smoothing. Presmoothed by 4253H Twice
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Figure B31
- Deviations of sample equatinp (RIUD, AAD, and ABD) from criterion

equating. Uramoothed equatings solid line Smoothed equting: + melC.
Tant Lengths 15
Test Types Simulated
Smoothing: Preemoothed by negative hypergsometrle
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_____ -3 Deviations of sample equatings (RNSD9 AAD, and ASD) from citerion
equating. Unsmoothed equating: sold Uine; smoothed equating: + marks.
Test Length: 30
Tast Type: Simulated
Smoothing: Presmoothed by negative hypergeometrie
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4% Figure B-33
_____ Deviations of sample equatings (RMSD, AAD, and ASD) from criterion

equating. Unumoothed equating. solid line; smoothed equating: + marks.
Test Length: 50
Test Type: Simulated
Smoothing. Presmoothed by negative hypergeometric
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Figure B-44
____ Deviations of sample equatings (RNID, AAD, and ASD) from criterion

equating. Uuwmoothed equating- solid line; smoothed equating: + marks.
Tant Length: 20
Tout Type: Operational
Smoothing. Presmoothed by negative hypergeometric
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Figure 8-35
- Deviations of sample equatings (RNSD, AAD, and ASD) from criterion

equating. Unsmoothed equating. solid line; smoothed equating: + marks.
Test Length: 25
Test Type: Operational
Smoothing: Presmoothed by negative hypergeometrie
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Figure B-36
* - Deviations of sample equatings (R1NSD, AAD, and ASD) from criterion

equating. Umsmoothed equating: solid line; smoothed equatingi + marks.
Tat Length: 15
Tat Types Simulated
Smoothing: Pastsmoothed by linear regression
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Figure B-37
Devition of sample equatlnps (RINUD, LAD, and ASD) from criterion
equating. Ursmoothed equating: solid line; smoothed equating: marks.
Test Length: 30
Tast Type: Simutlated
Smoothing: Postsmoothed by linear regression

0 .92

R
M
S
D

0.13
8 30

NUMBER CORRECT

03.92

A
A

+ +

0 .13
8 30

NUMBER CORRECT

0 .84

+

S+

D +

+ +

102.



Figure B-38
T__st Deviations of sample equatinp (RIWD, AAD, and ASD) from criterion
equating. Unsmoothed equating: solid line; smoothed equating: + marks.
Test Length: 50
Test Type: Simulated
Smoothing. Postsmoothed by linear regression
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Figure B-39
- Deviations of sample equatlnp (RIND, AAD, and ASD) from criterion

equating. Unmoothed equating: solid line; smoothed equating. + marks.
Test Lengtlu 20
Test Types Operational
Smoothinp Postsmoothed by linear rereion
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Figure D-40
_____ Deviations of sample equatings CRIED, MAD, and ASD) from criterion

equating. Unsmoothed equating: solid line; smoothed equating: + marks.
Test Length: 25
Tast Type: Operational
Smoothing: Postimoothed by linear regression
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Figre__4 Deviations of sample equatins (RNISD, AAD, and ASD) from criterion
equating. TUnmoothed equatinir solid line; smoothed equating: + marks.
Test Length: 15
Test Type: Simulated
Smoothing. Poitsmoothed by quadratic regression
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Figure B-42
-_.__ Deviations of sample equatlnps (RiMD, AAD, and ASD) from criterion

equating. Unsmoothed equating: solid line; smoothed equating + marks.
Test Lengtht 30
Tet Type: Simulated
Smoothing. Postsmoothed by quadratic regression
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Figure B-43
,___-.Deviations of sample equatings (RIBD, AAD, and ASD) from criteron

equating. Unimoothed equating: solid line; smoothed equating: + maenu.
Teat Length: 50
Test Type: Simulated
Smoothing. Postsmoothed by quadratic regression
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Figre -44
-"Deviations of sample equating (ROD, AAD, and ASD) from criterion

equating. Ummoothed equating solid line; smoothed equating + mariks.
Test Lengtlt 20
Tet Types Operational
Smoothingi Postimoothed by quadratio regression
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Figure B-45
_____ Deviations of sample equatinp (RISBD, AAD, and ASD) from criterion

equating. Unsmoothed equatinjr solid line; smoothed equating: + marks.
Test Length: 25
Test Type: Operational
Smoothing. Postsmoothed by quadratic regression
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Figure B-46
_____ Deviations of sample equatinps (RWD, AAD, and ASD) from criterion

equating. Umsmoothed equating: solid line; smoothed equating: + marks.
TestLength: 15
Tant Type: Simulated
Smoothing: Postsmoothed by cubie regression
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Figure 0-47
- Deviations of sample equatings (RNSD, AAD, and ASD) from criterio

equating. Uhimoothed equating: solid line; smoothed equating: + mark.
Tant Lengths 30
Tat Types simulated
Smoothing: Postsmoothed by oubio regression
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Figue B-48
Deviations of sample equatinp (RMND, AAD, and ASD) from criterion
equating. Unsmoothed equating: solid line; smoothed equating: + marks.
Test Length: So
Tast Type: Simulated
Smoothinjr Postsmoothed by cubic regression
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Figure B-49
Deviations of sample equatings (RMSD, AAD, and ASD) from criterion
equating. Unsmoothed equating: solid line; smoothed equating: + marks.
Test Length: 20
Test Type: Operational
Smoothing. Postsmoothed by cubic regression
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Figure B-50
_______ Deviations of sample equatings (RMSD, AAD, and ASD) from criterion

equating. Unsmoothed equatng-~ solid line; smoothed equating: + marks.
TestLength. 25
Test Type: Operational
Smoothing- Postamoothed by cubic regression
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Figue B-l
Deviations of sample equatinp (RIND, AAD, and ASD) from criterion
equating. Unsmoothed equating: solid line; smoothed equating: + marks.
Test Length: 15
Test Type: Simulated
Smoothing: Postsmoothed by orthogonal regression

[. 0.25

;-°'

M
S

i~ri

+ + +

0.07
5 15

NUMBER CORRECT

0 .25

A
A
0

+- 4 " +- 4
+ 4+

0.07 5 15
NUMBER CORRECT

0 .09
+ +

++
.44.

A +

-0.20'
NUMBER CORRECT

116

e . . " ' ' ' ' - " ' . " . ' . ' . " " " - . " . " - . - " " ' ' ' " ' ' " ' ' ' ' " ' % "



Figure D-52
- Deviations of sample equatlnp (RNBD, AAD, and ASD) from criterion

equating. Umsmoothed equatings solid line; smoothed equatingo + marks.
Tast Length: 30
Test Type: Simulated
Smoothinp Postsmoothed by orthogonal regression
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Figure B-53
Deviations of sample equating. (RINSD, AAD, and ASD) from criterion
equating. Ummoothed equatini solid line; smoothed eqwating: + marks.
Test Length 50
Test Type: Simulated
Smoothing Postsmoothed by orthogonal regression
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Figure B-54
_____ Deviations of sample equatinp (RIUD, AAD, and ASD) from criterion

equating. Utuinoothed equating: solid line; smoothed equating: + marks.
Test Length: 20

*Test Type: Operational
Smoothing: Postumoothed by orthogonal regression
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11gw. Devatan of sample eqatlnp (IhSDI MAD, end ASD) from arlterio n
equating. Umsmoothed equatng solid Une; smoothed equating + merkB.
Tat Lengthe 25
Tant Type: Operational
Smoothing. POStUnoothed bYv orthogonal regreuuan
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Figure B-66
Deviatias of sample equatinip (RIND, AAD, and ASD) from crterion
equating. Unsmoothed equating: solid line; smoothed equating: + marks.
Test Length: 15
Test Type: Simulated
Smoothing: Postsmoothed by logistic ogive
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Figure B-57
_____ Deviations of sample equatings (RNSD, AAD, and ASD) from criterion

equating. Unsmoothed equating. solid line; smoothed equating: + marks.
Tast Lengttu 30

STeot Type: Simulated

Smoothing: Postsmoothed by logistic ogive
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* . Figure B-58
_____ Deviations of sample .quatinps (RMSD, AAD, and ASD) from criterion

equating. Umemoothed equating: solid line; smoothed equating: + marks.
Test Length: 50
Test Type: Simulated
Smoothinga. Postsmoothed by logistic ogive
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Figure B-G9
- Deviations of sample equating. (RWSD, AAD, and ASD) from criterion

equating. Unomoothed equating: solid line; smoothed equating: + marks.
Tast Length: 20
Tast Type: Operational
Smoothing: Postsmoothed by logistic ogive
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Figure 5460
- Deviationa of sample equatlngs (RISD, AAD, and AMD) from criterion

equating. Unsmoothed equatinge solid lines smoothed equatings + marl.
Tat Length: 25
Tat Typet Operational
Smoothingi Postsmoothed by logistic ogive
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Figure B-El
_______Deviations of sample equatings (RNISD, AAD, and ASD) from criterion

equating. Unsmoothed equating: solid line- smoothed equating: + marks.
Test Length. 15
Test Type: Simulated
Smoothing. Postsmoothed by cubic smoothing splines
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Figure B-62
_______ Deviations of sample equatings (RMhED, AAD, and ASD) from criterion

equating. Unumoothed equating. solid line; smoothed equating: + marks.
Test Length: 30
Test Type: Simulated
Smoothing. Postsmoothed by cude smoothing splines
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Figure B-63
Deviations of sample equatinip (RNISD, AAD, and ASD) from citerion
equating. Uwmoothed equatingt solid Une; smoothed equating: + marks.
Test Length 50
Test Type: Simulated
Smoothing: Postsmoothed by cubic smoothing splines
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Figure B-64
_____ Deviations of sample equatings (RMSD, AAD, and ASD) from criterion

equating. Unsmoothed equating- solid line; smoothed equating: + mar~ks.
Tt Lengthi* 20
Test Type: Operational
Smoothing: Postsmoothed by cubic smoothing splines
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Figure B-65
_______ Deviations of sample equatings (RMSD, AAD, and ASD) from criterion

equating. Unsmoothed equating- solid line; smoothed equating: + marks.
Test Length: 25
Test Type: Operational
Smoothing- Postsmoothed by cubic smoothing splines
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Figure B-6
_____ Deviations of sample equatinps (RN5D, AAD, and ASD) from citerion

equating. Unsmoothed equatinr: solid line; smoothed equating: + marks.
Test Length:- 15
Test Type: Simulated
Smoothing.- Postsmoothed by 5-point moving weighted averages
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Figure B-67
- - Deviatios of sample equatinp (RMSD, AAD, and ASD) from criterion

equating. Unsmoothed equating: solid line; smoothed equating: + marks.
Test Length: 30
Test Type: Simulated
Smoothing: Pstsmoothed by 5-point moving weighted averages
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Figure 3468
-Deviations of sample equatings (RNSDI MAD, and AID) from criterion

equating. Umsmoothed equatinge solid line; smoothed equatings 4 marks.
Taot Lengtht 10
Tat Typeo Simulated
Smoothing: Poutsmoothed by 5-point moving weighted averages
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Figure B-69
_____ Deviations of sample equatinp (1USD, AAD, and AID) fromnciteion

equating. Urumoothed equating: solid ines smoothed equating + uwis5.
Test Length: 20
Test Type: Operational
Smoothing.- Postamoothed by 5-pint moving weighted averages
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Figure B-70
_____ Deviations of sample ecpiatinps (RNISD, AAD, and ASD) from criterion

equating. Umsmoothed equating- solid line; smoothed equating: + marks.
Test Length: 25
Test Type: Operational
Smoothingr Postsmoothed by 5-point moving weighted averages
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Figure B-71
- Deviations of sample equatings (ROED, MAD, and AID) from criteion

equating. Unumoothed equating. solid line; smoothed equating. + marks.
TatLengths 15
Tat Types Simulated
Smoothing. Combined psmoothing by negative hypergeometric and

poetamoothing by orthogonal regresaion
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Figure B-72
_____ Deviations of sample equatlnp (RNED, AAD, and ASD) from criterion

equating. Unumoothed equating: solid line; smoothed equating: + marks.
Test Lengtt 30
Tast Type: Simulated
Smoothinip Combined presmoothing by negative hypergeometric and

postsmoothing by orthogonal regression
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Figure B-73
Deviations of sample equatings (RJNED, AAD, and ASD) from criterion
equating. Uiumoothed equatinip solid line; smoothed equating: + marks.
Test Length: 50
Test Type: Simulated

.2'Smoothing: Combined presmoothing by negative hypergeometric and
postsmoothing by orthogonal regression

R
M
S

. .. ... .41++++,+++ *4+

0.17
1.3 50

NUMBER CORRECT

1 .96

A +

+

++

-0.17
13 50
NUMBER CORRECT

1.131



7-

Figure B-74
_____Deviations of sample equatinps (RNED, AAD, and ASD) from criterion

equating. Unumoothed equatinjr. solid line; smoothed equating: + marks.
Test Length: 20
Test Type: Operational
Smoothing: Combined presmoothing by negative hypergeometric and

postsmoothing by orthogonal regression
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Figure B-75
Deviations of sample equatinp (RNBD, AAD, and ASD) from criterion
equatln. Unsmoothed equating solid line; smoothed equating: + marks.
Test Lengtht 25
Test Type: Operational
Smoothing. Combined presmoothing by negative hypergeometrie and

postsmoothing by orthogonal regression
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Figure B-76
Deviations of sample equating (RNUD, AAD, and ASD) from aiterion
equating. Unsmoothed equating: solid linel smoothed equating. + marks.
Test Length: 15
Tat Type. Simulated
Smoothing: Combined presmoothing by negative hypergeometric and

postsmoothing by quadratic regression

0.18

R + +
M+ +
S +
D

0 07

NUMBER CORRECT 1

.5 15

NUMBER CORRECT
A

NUMBER CORRECT 15

B . 814

+m

+

A +-,
~~+ +..

,,

- 13 5 15 '
NUMBER CORRECT

141



Fiur B. -7. ~-~-- ~ --

Figur B-77Deviations of sample equatings (RNSD, AAD, and ASD) from criterion
equating. Unumoothed equating- solid line; smoothed equating: + marks.
Taut Length: 30
Test Type: Simulated
Smoothing. Combined presmoothing by negative hypergeometric and

postsmoothing by quadratic regression
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Figure B-78
-. Deviations of sample equatings (RID, AAD, and ASD) from criterion

equating. Uiumoothed equating solid line; smoothed equating: + marks.
Test Length. 50
Test Type: Simulated
Smoothing- Combined presmoothing by negative hypergeometric and

postsmoothing by quadratic regression
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Figure B-79
Deviation of sample equatinp (ROD, AAD, and AID) from oriterion
equating. Ummoothed equating solid line; smoothed equatings + maris.
Tat Lengths 20
Tit Type: Operational
Smoothing: Combined piesmoothing by negative hypergeometric and

poetsmoothing by quadratic regression
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Figure B-80
Deviations of sample equatinp (RNSD, AAD, and ASD) from criterlan
equating. Unsmoothed equating: solid line; smoothed equatin: + marks.
Test Length: 25
Test Type: Operational
Smoothing: Combined presmoothing by negative hypergeometric and

postsmoothing by quadratic regression
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Figure B-81
_____ Deviations of sample equatings (RNAUD, AAD, and ASD) from criterion

equating. Unsmoothed equating: solid line; smoothed equatinr. + marks.
Test Length: 15
Test Type: Simulated
Smoothing: Combined presmoothing by negative hypergeometric and

postsmoothing by 5-point moving weighted averages
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Figure B-82
______ Deviations of sample equatlnps (RIMISD, AAD, and ASD) from criterion

equating. Umsmoothed equating, solid line; smoothed equating: + marks.
Test Length. 30
Test Type: Simulated
S moothing:- Combined presmoothing by negative hypergeometric and

postsmoothing by 5-point moving weighted averages
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Figure B-83
_____ Deviatlin of sample equatlnps (RIN5D, AAD, and ASD) from criterion

equating. Unumoothed equating: solid line; smoothed equating: + maria.
Test Length: 50
Tast Type: Simulated
smoothing: Combined presmoothing by negative hypergeometrie and

poetsmoothing by 5-point moving weighted averages
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Figure 3-44
- Deviations of Sample equatinga (RSD, MAD, and AID) from criterion

equating. Unsmoothed equating. solid llnel smoothed equating: + mark.
Tant Lengtht 20
Tint Type. Operational
Smoothing. Combined presmoothing by negative hypergeometrie and

poetsmoothing by 5-point moving weighted averages
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Figure 8-O5
__-__-Deviations of sample equatings (RIED, AAD, and ASD) from criterion

equating. Unsmoothed equatingF solid line; smoothed equating: + marks.
Test Length: 25
Test Type: Operational

Srmoothinlr Combined presmoothing by negative hypergeometric and. %'."postsmoothing by 5-pi~nt moving weighted averages
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F1gur B-66
Deviations of sample equatinp (RIND, AAD, and ASD) from criterion
equating. Unsmoothed equating: solid line; smoothed equating: + maks.
Test Length: 15
Test Type: Simulated
Smoothing. Combined presmoothing by 3-point moving weighted

averages and postsmoothing by 5-point moving weighted
averages
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Figure 3-47
Deviatins of sample equtinp (RID, A.D, and AID) from criterion
equating. Unumoothed equating solid Ulnel smoothed equating + marks.
Tit Length. 30
Teat Type: Simulated
Smoothing. Combined presmoothing by 8-point moving weighted

averags and post moothing by 5-point moving weighted
averages
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Figure B-O8
_ _Deviations of sample equatings (RIND, AAD, and ASD) from criterion

equating. Unsmoothed equating: solid line; smoothed equating: + marks.
Test Length: 50
Test Type: Simulated
Smoothing: Combined presmoothing by 3-paint moving weighted

averages and postsmoothing by 5-p1int moving weighted
averages
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Figure B-69
_____ Deviations of sample equatings (RINSD, AAD, and ASD) from criterion

equating. Umsmoothed equating: solid line; smoothed equating: + mark).
Test Length:- 20
Test Type: Operational
Smoothing. Combined presmoothing by 3-point moving weighted

averages and postsmoothing by 5-point moving weighted
averages
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Figure B-90
_____ Deviations of sample equatings (RNED, AAD, and ASD) from citerion

equating. Uusmoothed equating: solid line; smoothed equating: + mark).
Test Length: 25

*Test Type: Operational
Smoothing. Combined presmoothing by 3-point moving weighted

averages and postsmoothing by 5-point moving weighted
averages
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Figure B-9
_____ Deviations of sample equatings (RIMED, AAD, and ASD) from criterion

equating. Umsmoothed equating- solid line; smoothed equating: + marks.
Test Length: 15
Test Type: Simulated
Smoothing: Combined presmoothing by negative hypergeometric and

poetsmoothing by cubic splines
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I-.. Figure B-92l

-. Deviatis of sample equatings (lIaD, AAD, and ASD) from criterion
equating. Unsmoothed equating: solid line; smoothed equating + marks.
Test Lengthi 30
Tut Type: Simulated
SmoothiniP Combined presmoothing by negative hypergeometric and

postsmoothing by cubic splines
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Figure B-93
_____ Deviations of sample equatings (RNSD, AAD, and ASD) from criterion

equating. Unsmoothed equating: solid line; smoothed equti:+ marks.
Test Length: 50
Test Type: Simulated
Smoothing. Combined presmoothing by negative hypergeometric and

postsmoothing by cubic splines
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Figure B-94
_______ Deviations of sample equatings (R1MED, AAD, and ASD) from criterion

equating. Unsmoothed equating: solid line, smoothed equating: + mark).
Test Length: 20
Test Type: Operational
Smoothing. Combined presmoothing by negative hypergeometric and

poetsmoothing by cubic splines
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Deviations of sample equating. (RUOD, MAD, and AID) from criterion
- equating. Uusmoothed equating: solid linea smoothed equatin + mark).
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